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Abstract—Natural outdoor scene classification is active and 

promising research area around the globe. In this study, the 

classification is carried out in two phases. In the first phase, the 

features are extracted from the images by wavelet decomposition 

method and stored in a database as feature vectors. In the second 

phase, the neural classifiers such as back-propagation neural network 

(BPNN) and resilient back-propagation neural network (RPNN) are 

employed for the classification of scenes. Four hundred color images 

are considered from MIT database of two classes as forest and street. 

A comparative study has been carried out on the performance of the 

two neural classifiers BPNN and RPNN on the increasing number of 

test samples. RPNN showed better classification results compared to 

BPNN on the large test samples. 

 

Keywords—BPNN, Classification, Feature extraction, RPNN, 

Wavelet. 

I. INTRODUCTION 

HE classification of outdoor natural images is an 

important area of research in the field of computer vision. 

The problem is that each scene image differs from others in 

content of same class such as mountain, forest, coast, street 

etc. The illumination differences are more in the scene and 

hence to model is difficult. The researchers have proposed 

methods in the past with varying degree of success depending 

on the choice of classifiers, features, type of training and test 

data and semantic knowledge for automatic classification of 

scenes as indoor or outdoor [2]. The classification of scene has 

applications in content based image video retrieval from 

archives [9], [11], [22], robot navigation [24], digital 

photography [13] etc. The wavelet transforms [4], [6], [12], 

[17] are popular and attracted the scientists to apply 

effectively in the pattern recognition tasks. Natural outdoor 

scene classification is solved by extraction of information 

from the images using wavelets and decision by the neural 

networks [10]. Artificial neural networks techniques are very 

popular, robust and well-known used to approximate real, 

discrete and vector-valued functions from examples [15]. The 

networks are powerful methods that can predict for not only 

the data presented to it during the training phase but also the 

unseen data not present in the training phase. 

In this study, the back-propagation neural network (BPNN) 

[10], [25], [26] and resilient back-propagation neural network 
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(RPNN) based networks are employed as classifiers to classify 

the images feature vectors [21]. The BPNN usually converges 

slowly and tends to get trapped in local minima easily 

compared to resilient back-propagation (neural network 

RPNN) for the present work. The RPNN performance is 

measured in terms of accuracy and convergence speed with 

respect to training parameters and applied in many 

applications [3], [14], [16], [18]-[20]. A single image can be 

considered as two-class classification problem such that the 

classifier must decide it if it belongs to the forest or street 

class. The scene recognition problem consists in matching the 

test image against a database. Despite the work done by the 

researchers [4], [6], [10], [12], [23], [24], the natural outdoor 

scene classification is still a challenging problem. The primary 

concern in the problem is the selection of appropriate feature 

detection methods used for classification purpose.  

The natural outdoor image is set to be a collection of 

arbitrary shape, texture and colors and each image differ from 

one another in this respect. The feature set is extracted from 

the images and the length of each feature vector is kept 

constant in this work. The aim of this paper is to make a 

comparative study on neural classifiers trained on simple 

methods of feature extraction from images and classify the test 

images by feedforward neural networks trained with back 

propagation and resilient propagation algorithms. The 

recognition system consists of five modules: feature 

extraction, data preparation, experiments: training on different 

neural classifiers and performance evaluation on test dataset 

and conclusion. The feature extraction process is described in 

Section II. Methodology adopted is mentioned in Sections III. 

Section IV describes the experiments conducted and results 

obtained for the given dataset. The conclusion is given in 

Section V.  

II. FEATURE EXTRACTION 

The extraction of meaningful information from the image is 

taken into account by using wavelet decomposition method. In 

order to extract the features of the scene, 2-D wavelet 

transforms db1 is used to decompose the image of size P x Q 

into four sub-bands, namely the low-low, low-high, high-low 

and high-high (LL, LH, HL, HH) sub-bands respectively. The 

wavelet decomposition process can be recursively applied to 

the sub-band (LL) only to get decomposition values at the next 

level. The process of decomposition was repeated n times to 

an image and the decomposed coefficients of all four sub-

bands are horizontally concatenated to form a k-dimensions 

data. We use these wavelet coefficients as features for the 

classification purpose. The feature vector is normalized by 
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zero mean method. The method was applied to rest of the 

images to obtain feature vectors. The flowchart diagram of the 

process is shown in Fig. 1. The features represent the 

important characteristics of each image for a particular class. 
 

 
Fig. 1 The feature vector obtained by 2d-wavelet decomposition  

III. METHODOLOGY ADOPTED 

The proposed methodology consists of classifying the 

outdoor scenes of forest and street into respective classes. The 

features are extracted from the images by wavelet 

decomposition method. In our study, a multilevel (n-level) 

2D-DWT is considered for decomposition of the image of size 

P x Q. After five levels of decomposition, we obtain 2x2 sized 

approximations from P x Q size input image. Two different 

neural network training algorithms, back-propagation and 

resilient back-propagation are considered for the present 

study. The extracted features are randomly selected without 

overlapping to form the training and test datasets for the 

neural classifiers. Once the networks are trained properly on 

the predefined goal, the unseen test datasets are presented to 

them to view which algorithm produces better classification 

results and has faster training for the application under 

consideration. The goal is set to 0.001 for the convergence of 

the networks. The complete procedure is demonstrated in the 

flow diagram in Fig. 2. The test datasets are divided into four 

subgroups with increasing number of test samples. The 

performance of the classifiers is evaluated on correctly 

classifying the test sets into respective classes. 

IV. EXPERIMENTAL RESULTS  

The proposed classification method is tested on benchmark 

MIT [5] natural scene classification database using Matlab [7] 

software on INTEL XEON E5506 QUAD 2.13 GHZ core 

processor machine with Windows XP. Some of the sample 

images of the forest and street classes were shown in Figs. 3 

(a) and (b). It was considered that the images were free from 

noises hence no noise removal method was adopted.  

 

 

Fig. 2 The complete flowchart of the proposed method 

 

 

Fig. 3 (a) Sample Forest Images 

 

 

Fig. 3 (b) Sample Street Images 

 

The four hundred images of two classes (forest and street) 

were considered for the simulation work. Two hundred images 

of each class were downloaded from the benchmark dataset as 

mentioned above. The images were resized to 128x128. The 

wavelet decomposition was applied to the given image. The 

recursive level (n) was set to 5 to obtain the coefficients of 

four sub-bands of wavelet transform. These coefficients of 

four sub-bands were horizontally concatenated to form feature 

vectors of 16 dimensions in length. The same procedure is 

applied to the rest of the images to obtain feature vectors. The 

extracted features were normalized across the dataset.  

The dataset was divided into two groups: training and 

testing. In the training set, two hundred feature vectors from 

the entire data set were selected for training the two neural 

classifiers: BPNN and RPNN. BPNN and RPNN used for the 

classification have two hidden layers apart from one input and 

an output layer each as shown in the Fig. 4. The hidden layer 

and output layer neurons are nonlinear functions neurons. The 

networks are feedforward in architecture. Two different 

2D- Wavelet decomposition 

of 128 X 128 image size 

Horizontally concatenate 

coefficients of the four 

subbands to form a feature 

N levels 
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networks were trained and tested as mentioned in [1]. 

Classification accuracy is evaluated by accurately finding the 

number of correctly classified test images divided by the total 

number of test images presented as discussed in [8].  
 

 

Fig. 4 The diagram of feedforward neural classifier having two 

hidden layer 

 

The test set was divided into four sets having 50, 100, 150 

and 200 feature vectors (25, 50, 75 and 100 images from each 

class) respectively. After the successful training of BPNN and 

RPNN at one time on 200 feature vectors from two classes for 

once, the neural networks were tested with test datasets. Four 

experiments were carried out to investigate the performances 

of classifiers on proposed feature extraction method. The test 

dataset was divided into four sets. The datasets consist of 50, 

100, 150 and 200 feature vectors (25, 50, 75 and 100 images 

from each class) respectively. The experiments were listed 

below.  

Experiment I: The trained networks were tested with 50 

feature vectors (25 from each class). BPNN classified 90% 

correctly compared to 76% by RPNN.  

Experiment II: 100 feature vectors were used to test the 

performance of the classifiers. The correct classification 

results of 80% and & 75% were reported by BPNN and RPNN 

respectively.  

Experiment III: In this experiment, 150 feature vectors were 

used to test the performance of the classifiers. 72% and 

74.67% correctly classified the samples by BPNN and RPNN 

respectively.  

Experiment IV: For this experiment, 200 feature vectors 

were used to test the efficiency of classifiers. It is found out 

that 66% and 73% samples were classified correctly by BPNN 

and RPNN. 

Tables I and II predicted the parameters and performance of 

the proposed method with different combinations of test 

datasets. The BPNN performed better with the small test data 

but fails to give good results in large test data whereas RPNN 

showed better performance on large test data compared to 

small one. It is observed that classification rate by BPNN was 

high compared to RPNN on the least number of test data 

samples. With the increase of test samples, the RPNN 

classification performance was better compared to BPNN. The 

performance of BPNN degraded by 26% from experiments I 

to IV whereas RPNN came down to 3% from experiments I to 

IV. RPNN classification performance was consistent 

compared to BPNN and it took less time to train the network 

compared to BPNN. A comparative result of two classifiers 

was shown in Fig. 5. 

 

 

Fig. 5 A Classification comparision in between BPNN and RPNN 
 

TABLE I 
THE PARAMETERS AND NET ARCHITECTURES CONSIDERED DURING THE 

EXPERIMENTS 

No. of 

Features  
Goal  Net Architecture  

CPU time taken to train the 

network 

16 0.001 
BPNN 16:2118:2 73 secs 

RPNN 16:32:28:2 01secs 

 

TABLE II 
CLASSIFICATION PERFORMANCES OF NEURAL CLASSIFIERS IN % ON VARYING 

TEST SAMPLES 

Training Images 200 

Testing Images 50 100 150 200 

BPNN 92 80 72 66 

RPNN 76 75 74.67 73 

V. CONCLUSION 

A method for outdoor natural scene classification is 

presented here. The image is represented by using a feature set 

with varying number of feature vectors each describing the 

properties of the image. The two neural classifiers BPNN and 

RPNN are used for the performance evaluation on varying 

number of feature vectors of the feature-set corresponding to 

scene images. The proposed method has tested on scene 

classification MIT database [5]. It is observed the performance 

of the classifiers started going down as the number of test 

samples is increased. The performance of RPNN is better than 

BPNN on number of test patterns whereas BPNN performance 

is better than RPNN classification rate of less number of test 

samples. It can be inferred from that our feature extraction 

method yield good performance results. Future work 

incorporates exploring the use of other features such as 

moments, edge ratio, texture etc. and the performance of 

Radial Basis Function Neural Network (RBFNN); 

Probabilistic Neural Network (PNN) etc. may be evaluated. 

The proposed method may be used with or without alteration 

to other areas also. 
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