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Abstract—Estimates of temperature values at a specific time of 

day, from daytime and daily profiles, are needed for a number of 
environmental, ecological, agricultural and technical applications, 
ranging from natural hazards assessments, crop growth forecasting to 
design of solar energy systems. The scope of this research is to 
investigate the efficiency of data mining techniques in estimating 
minimum, maximum and mean temperature values. For this reason, a 
number of experiments have been conducted with well-known 
regression algorithms using temperature data from the city of Patras 
in Greece. The performance of these algorithms has been evaluated 
using standard statistical indicators, such as Correlation Coefficient, 
Root Mean Squared Error, etc. 
 

Keywords—regression algorithms, supervised machine learning.  

I. INTRODUCTION 
EATHER data are generally classified as either 
synoptic data or climate data. Synoptic data is the real 

time data provided for use in aviation safety and forecast 
modelling. Climate data is the official data record, usually 
provided after some quality control is performed on it. Special 
networks also exist in many countries that may be used in 
some cases to provide supplementary climate data. 

Knowledge of meteorological data in a site is essential for 
meteorological, pollution and energy applications studies and 
development. Especially temperature data is used to determine 
thermal behaviour (thermal and cooling loads, heat losses and 
gains) of buildings [2]. It is also an explicit requirement for 
sizing studies of thermal [13] and/or PV systems [18], [5]. 
Another major sector where temperature data is fundamental 
is the estimation of biometeorological parameters in a site 
[16]. In advanced energy system designs the profile of any 
meteorological parameter is a prerequisite for systems 
operating management on daily and/or hourly basis. Also, 
simulations of long-term performance of energy plants require 
detailed and accurate meteorological data as input. This 
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knowledge may be obtained, either by the elaboration of data 
banks, or by the use of estimation methodologies and 
techniques, where no detailed data are available. As nowadays 
“smart buildings” have became a reality, artificial techniques 
must be embedded is building management systems (BMS), in 
order energy profile (loads, gains etc) of a following time 
period (next hour, next day) to be predetermined. That will 
lead to a more effective energy management of the building or 
the energy plant. Weather data from automated weather 
stations have also become an important component for 
prediction and decision making in agriculture and forestry. 
The data collected from such stations are used in predictions 
of insect and disease damage in crops, orchards, turfgrasses, 
and forests [4]; in deciding on crop-management actions such 
as irrigation [1]; in estimating the probability of occurrence of 
forest fires [9]; and in many other applications [19]. 

The scope of this research is to investigate the efficiency of 
data mining techniques in estimating minimum, maximum and 
average temperature values. A number of experiments have 
been conducted with well-known regression algorithms using 
temperature data from the city of Patras in Greece. The 
performance of these algorithms has been evaluated using 
standard statistical indicators.  

The following section describes the data set of our study. 
Section III presents the experimental results for the 
representative regression algorithms. Finally, section IV 
discusses the conclusions and some future research directions.  

II. DESCRIPTION OF OUR DATASET 
The values of temperature data used in this paper were 
obtained from the meteorological station of the Laboratory of 
Energy and Environmental Physics of the Department of 
Physics of University of Patras. Collected data cover a four 
years period (2002-2005). This station records temperature, 
relative humidity and rainfall data on hourly basis (8760 
measurements per year). For the needs of this work minimum, 
maximum and average temperature values for the city of 
Patras were calculated, from the elaboration of the data bank 
of that station. The minimum, maximum and average 
temperature values values were inserted in new data banks 
with reference to the day of the year (D) (1-365). The data 
were also elaborated per month. In that case average daily 
temperatures were registered with reference to the number of 
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the month (1-12), the number of the day of the month (1-30) 
and finally to the day of the year (D) (1-365).  

Many methods have been proposed so far worldwide for the 
estimation-prediction of monthly, daily or even hourly values 
of different meteorological parameters [10], [11], [12], [14], 
based mainly on past time data analysis. Such a simple 
method is the one proposed by [15]. This method is the result 
of the elaboration of temperature measurements made by the 
Hellenic National Meteorological Service (HNMS) in 
different sites of Greece. The analysis of this data shows that 
the yearly variation of the average, maximum and minimum 
values of daily temperature can be expressed by the following 
equation [15]: 

)
365
360sin()( fDBADT −+=                                       (1) 

where D is the day of the year (1-365), Α is the average yearly 
temperature in oC, B is the width of the yearly temperature 
variation in oC and f is the phase shift expressed in degrees or 
days. These variables are typical and have constant value 
depending on the site of the country. Their values have been 
calculated for a number of Greek cities using the least square 
method. As far as Patras is concerned their values for the 
calculation of average daily temperature are given in the table 
below (elaboration of temperature data of the period 1960-
1974). The parameters of eq(1) have also been re-estimated 
using the 2002-2005 data. 
 

TABLE 1:VALUES OF A,B AND F FOR THE CITY OF PATRA 

 
Based on 1960-
1974 data 

Based on 2002-
2005 data 

Α 17,339 18,351 
Β -7,47 -8,65 
f -59,691 -62,908 
Correlation 
coefficient 0.8872 0.8881 

III. DATA MINING ALGORITHMS USED 
The problem of regression in data mining consists in obtaining 
a functional model that relates the value of a target continuous 
variable y with the values of variables x1, x2, ..., xn (the 
predictors). This model is obtained using samples of the 
unknown regression function. These samples describe 
different mappings between the predictor and the target 
variables.  

The traditional approach for prediction of a continuous 
target is the classical linear least-squares regression (LR) [7]. 
The model constructed for regression in this traditional 
approach is a linear equation. By estimating the parameters of 
this equation with a computationally simple process on the 
training set, a model is created. However, the linearity 
assumption between input features and predicted value 
introduces a large bias error for most domains. That is why 
most studies are directed to nonlinear and, non-parametric 
techniques for the regression problem. 

For the aim of our comparison the most common regression 
techniques namely Model Trees and Rules [20], instance 

based learners [3], Artificial Neural Networks, and additive 
regression [8] are used. 

Model trees are the counterparts of decision trees for 
regression tasks. Model trees are trees that classify instances 
by sorting them based on attribute values. Instances are 
classified starting at the root node and sorting them based on 
their attribute values. The most well known model tree 
inducer is the M5΄ [20]. A model tree is generated in two 
stages. The first builds an ordinary decision tree, using as 
splitting criterion the maximization of the intra-subset 
variation of the target value [20]. The second prunes this tree 
back by replacing subtrees with linear regression functions 
wherever this seems appropriate. 

M5rules algorithm produces propositional regression rules 
in IF-THEN rule format using routines for generating a 
decision list from M5΄Model trees [21]. The algorithm is able 
to deal with both continuous and nominal variables, and 
obtains a piecewise linear model of the data. 

Instance-based learning algorithms are lazy-learning 
algorithms, as they delay the induction or generalization 
process until regression process is performed. k-Nearest 
Neighbour (kNN) is based on the principle that the instances 
within a dataset will generally exist in close proximity with 
other instances that have similar properties [3]. KNN 
algorithm first finds the closest instances to the query point in 
the instance space according to a distance measure, and then 
outputs the average of the target values of those instances as 
the prediction for that query instance. As the prediction of the 
target value of a query instance requires to measure its 
distance to all training instances, which might be a very huge 
set, the prediction in KNN is very costly. IB3 is a well known 
technique for instance based learning. 

Artificial Neural Networks (ANNs) are another method of 
inductive learning based on computational models of 
biological neurons and networks of neurons as found in the 
central nervous system of humans [17]. Regression with a 
neural network takes place in two distinct phases. First, the 
network is trained on a set of paired data to determine the 
input-output mapping. The weights of the connections 
between neurons are then fixed and the network is used to 
predict the numerical class values of a new set of data. The 
most well-known learning algorithm to estimate the values of 
the weights of a neural network - the Back Propagation (BP) 
algorithm [17] - was the representative of the Neural 
Networks. 

Combining models is not a really new concept for the 
statistical pattern recognition, machine learning, or 
engineering communities, though in recent years there has 
been an explosion of research exploring creative new ways to 
combine models. Currently, there are two main approaches to 
model combination. The first is to create a set of learned 
models by applying an algorithm repeatedly to different 
training sample data; the second applies various learning 
algorithms to the same sample data. The predictions of the 
models are then combined according to an averaging scheme.  

A method that uses different subset of training data with a 
single learning method is the boosting approach [6]. The 
boosting approach uses the base models in sequential 
collaboration, where each new model concentrates more on 
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the examples where the previous models had high error. 
Although boosting for regression has not received nearly as 
much attention as boosting for classification, there is some 
work examining gradient descent boosting algorithms in the 
regression context. Additive regression [8] is a well known 
boosting method for regression. 

IV. RESULTS 
For the regression methods, there isn’t only one regressor’s 
criterion. Table 2 represents the most well known. 
Fortunately, it turns out for in most practical situations the 
best regression method is still the best no matter which error 
measure is used. 

In order to calculate the models’ regressor criteria for our 
experiments, we used the free available source code for most 
of the algorithms by [21] for our experiments. 

 
TABLE II: REGRESSOR CRITERIA (P:  PREDICTED VALUES, A: ACTUAL VALUES) 
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In the following three tables we present the models’ regressor 
criteria in predicting average daily temperature values using as 
input a) the previous year data (2004) in Table 3; b) the last 
two years (2003,2004) in Table 4 and c) the three last years 
(2002,2003,2004) in Table 5. 
 

TABLE III: PREDICTING AVERAGE DAILY TEMPERATURE VALUES USING AS 
INPUT THE PREVIOUS YEAR DATA (2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.9288 2.6131 

M5rules 0.9233 2.7392 
Additive 

Regressio
n (50 

iterations) 

0.9279 2.5698 

LR 0.8529 5.6715 
IB3 0.9002 3.0715 
BP 0.92 3.2724 

  
 
 
 

TABLE IV: PREDICTING AVERAGE DAILY TEMPERATURE VALUES USING AS 
INPUT THE LAST TWO YEARS DATA (2003-2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.9442 2.357 

M5rules 0.9417 2.4309 
Additive 

Regressio
n (50 

iterations) 

0.9319 2.6129 

LR 0.8529 5.2118 
IB3 0.9195 2.8602 
BP 0.9099 3.7817 

 
TABLE V: PREDICTING AVERAGE DAILY TEMPERATURE VALUES USING AS 

INPUT THE LAST THREE YEARS DATA (2002-2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.9336 2.5369 

M5rules 0.9365 2.4557 
Additive 

Regressio
n (50 

iterations) 

0.9288 2.6334 

LR 0.8529 5.5012 
IB3 0.9205 2.7801 
BP 0.9097 4.4836 

 
As a result, the experts are in the position using the 
temperatures of previous years, to predict average daily 
temperature values of the examined year with sufficient 
precision, which reaches 92% correlation coefficient in the 
initial forecasts (using the data of the previous of the 
examined year) and exceeds the 94% using the data of the last 
two years before the examined year.  

In the following three tables we present the models’ 
regressor criteria in predicting minimum daily temperature 
values using as input a) the previous year data (2004) in Table 
6; b) the last two years (2003,2004) in Table 7 and c) the three 
last years (2002,2003,2004) in Table 8. 
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TABLE VI: PREDICTING MINIMUM DAILY TEMPERATURE VALUES USING AS 
INPUT THE PREVIOUS YEAR DATA (2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.9437 2.2219 

M5rules 0.9147 2.5995 
Additive 

Regressio
n (50 

iterations) 

0.9315 2.3552 

LR 0.8648 5.2159 
IB3 0.897 2.88 
BP 0.9216 2.8999 

 

TABLE VII: PREDICTING MINIMUM DAILY TEMPERATURE VALUES USING AS 
INPUT THE LAST TWO YEARS DATA (2003-2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.945 2.1386 

M5rules 0.9424 2.182 
Additive 

Regressio
n (50 

iterations) 

0.9317 2.3735 

LR 0.8648 4.814 
IB3 0.9217 2.5578 
BP 0.9137 3.9315 

 
 TABLE VIII: PREDICTING MINIMUM DAILY TEMPERATURE VALUES USING AS 

INPUT THE LAST THREE YEARS DATA (2002-2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.9395 2.246 

M5rules 0.9391 2.2417 
Additive 

Regressio
n (50 

iterations) 

0.9322 2.3818 

LR 0.8648 5.0424 
IB3 0.9207 2.5569 
BP 0.9137 4.1722 

 
As a result, the experts are in the position using the 
temperatures of previous years, to predict minimum daily 
temperature values of the examined year with sufficient 
precision, which reaches 93% correlation coefficient in the 
initial forecasts (using the data of the previous of the 
examined year) and exceeds the 94% using the data of the last 
two years before the examined year.  

In the following three tables we present the models’ 
regressor criteria in predicting maximum daily temperature 
values using as input a) the previous year data (2004) in Table 
9; b) the last two years (2003,2004) in Table 10 and c) the 
three last years (2002,2003,2004) in Table 11. 

 
TABLE IX: PREDICTING MAXIMUM DAILY TEMPERATURE VALUES USING AS 

INPUT THE PREVIOUS YEAR DATA (2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.9053 3.2671 

M5rules 0.8959 3.4213 
Additive 

Regressio
n (50 

iterations) 

0.9044 3.1572 

LR 0.8231 6.4537 
IB3 0.873 3.7743 
BP 0.8958 4.0265 

 
 TABLE X: PREDICTING MAXIMUM DAILY TEMPERATURE VALUES USING AS 

INPUT THE LAST TWO YEARS DATA (2003-2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.9196 3.0779 

M5rules 0.9168 3.0888 
Additive 

Regressio
n (50 

iterations) 

0.9119 3.2432 

LR 0.8231 5.9401 
IB3 0.8892 3.6713 
BP 0.8826 7.5053 

 
TABLE XI: PREDICTING MAXIMUM DAILY TEMPERATURE VALUES USING AS 

INPUT THE LAST THREE YEARS DATA (2002-2004) 

 Correlation 
coefficient 

Root mean  
Squared error 

(°C) 
M5 0.9165 3.1119 

M5rules 0.9163 3.1261 
Additive 

Regressio
n (50 

iterations) 

0.9077 3.2618 

LR 0.8231 6.2729 
IB3 0.8903 3.5475 
BP 0.7942 7.7678 

 
As a result, the experts are in the position using the 
temperatures of previous years, to predict maximum daily 
temperature values of the examined year with sufficient 
precision, which reaches 90% correlation coefficient in the 
initial forecasts (using the data of the previous of the 
examined year) and exceeds the 92% using the data of the last 
two years before the examined year. 

As a general conclusion, it was found that the regression 
algorithms could enable experts to predict minimum, 
maximum and average temperature values with satisfying 
accuracy using as input the temperatures of the previous years. 
We believe that using as input the temperatures of the two 
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previous years gives sufficient results. There is no need for 
more historical data. 

V. CONCLUSION 
Ideally, the market needs timely and accurate weather data. 

In order to achieve this, data should be continuously recorded 
from stations that are properly identified, manned by trained 
staff or automated with regular maintenance, in good working 
order and secure from tampering. The stations should also 
have a long history and not be prone to relocation. The 
collection and archiving of weather data is important because 
it provides an economic benefit but the local/national 
economic needs are not as dependent on high data quality as is 
the weather risk market. 

In this study, it was found that the regression algorithms 
could enable experts to predict minimum, maximum and 
average temperature values with satisfying accuracy using as 
input the temperatures of the previous years. The methods 
used in this work, for the case of Patras, should be tested and 
in other regions with different climatic profile. Also, other 
methodologies (fuzzy logic techniques etc) have to be 
validated in many regions of the country covering its climatic 
spectrum, including not only temperature data (on any time 
basis) but other meteorological parameters as well (wind 
speed, solar radiation etc).  
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