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Abstract—Wireless ad hoc nodes are freely and dynamically Therefore, Node B is responsible to route packenfr

self-organize in communicating with others. Eacldengan act as
host or router. However it actually depends on dhpability of

nodes in terms of its current power level, sigrie¢rggth, number
of hops, routing protocol, interference and othérghis research,
a study was conducted to observe the effect of hopsit over

different network topologies that contribute to T@®ngestion

Control performance degradation. To achieve thiseaibje, a

simulation using NS-2 with different topologies baween

evaluated. The comparative analysis has beengdisdubased on
standard observation metrics: throughput, delay packet loss
ratio. As a result, there is a relationship betwsges of topology
and hops counts towards the performance of ad kbgonk. In

future, the extension study will be carried outingestigate the
effect of different error rate and background tcafbver same
topologies.

Keywords—NS-2, network topology, network performance,

Node A to Node C as an alternative. Here, a roygimgocol
is applied to ensure the logical path of packetvdey is
met.
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Fig. 1a Single hop where two nodes communicateiyrwithin
transmission range
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OMMUNICATION in wireless ad hoc mode can be |
) . . . A Hkl:ude.ﬂ. i
categorized into single hop or multi-hop [1]. Ineth % I E,
former mode, no intermediate node whenever it dediv \ﬁ‘ "\ " Node B J G
. . -
packets as well as not requires any routing prdtoco =l P
Therefore, the success of communication can stl b s - -

managed as long as both nodes are in the transmissige

of each other [2]. The failure happens when nodet st

moving out of transmission range or weak of sigrig@ngth.
Meanwhile, in the latter mode which is our attentio this
paper involves at least one or more intermediaigesdo
transmit packets to a dedicated destination. Ndymnéhe
dedicated destination cannot be accessed dirdotlg & is
located out of the source node’s transmission rafge
following figures illustrate the differences betwesingle
hop and multi-hops.

In Fig. 1, Node A transmits packet to Node B. listh
case, Node B is located in Node A’s transmissiorecage.
Meanwhile, the opposite situation happens in Figvhzre
Node C cannot directly communicate with Node A.
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Fig. 1b Multi-hops (with 2 hops) where a destinatimde is out of
source node's transmission range

Based on the functionality of transmission control
protocol or TCP, the cycle of packet delivery is.sidered
complete whenever a simple type of packet known as
acknowledge (ACK) has been received within sender’s
expected duration. If not, a possible network plaitn [3]
has been occurred which is either packet delayaoket
lost. One of the common network actions towards thi
situation is applying Congestion Control mechanjgnFor
wired network, packet lost is a main indicator ohgestion
problem and it will invoke sender to adjust thending rate
according to current network traffic situation. Hewer,
packet lost in wireless network might come fromesal/
causes such as high bit error rate [5], hiddenxpoged
nodes, power level, signal strength, contention, [6]
interference [7] and others. The assumption of padkss
caused by congestion will then lead to drastic petw
performance degradation in wireless environment.

Here, we evaluate TCP version likes TCP Tahoe, TCP
Reno and Newreno which perform differently in adc ho
network but all still suffer the same problem odliility of
distinguish packet loss caused by congestion oeless
channel [1]. In our study, we simulate static ad hetwork
in different network topology. The objective ofgtstudy is
to observe the effects of network topology [8] oweulti-
hops communication. Therefore, there are three orltw
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topologieshave been selected: string, ring and [9]. Vo&6, podhleo1219], selfish noddg20, 21 and others. Fig. 3

rest of the paper is organized as follows. Sedfioeviews
the basic variants of TCP Congestion Control inediianc
network topology that has been selected in our ysi
Section Il describes the simulation process staddm
simulation results will b analyzed in Section IV. Section
concludes the findings of this studynd possible extensiol
of our work.

1. BACKGROUND STUDY

A. TCP Tahoe, Reno, Newreno

The first solution for network congestion prcm has
been proposed by Jacobson [1B] year 1988. The
modification of traitional TCP specification wit
Congestion Control (CC) mechanisras beeidone because
almost 90% of Internet traffic is TClPasel [11-13]. TCP
Tahoe consists of theemain algorithms as statedRFC793
[14] which are Slow StariCongestion Avoidance and F:
Retransmit.

At the beginning of packet delivery, the Slow Stanase
is used to determine the available bandwidth invodt and
the size of packetr congestion window (cwn is initiated
with 1 MSS or 1 packet. It will later biacreased by doubl
up cwnd for each RTT. Once cwnd reach Slow ¢
threshold (ssthre$h the Congestion Avoidancplays its

role. In this stage, Additive Increase Multicative Decrease tOPologies to be studied. IRig. 4, all wireless nodes are

(AIMD) algorithm is used taeact towards the presel of
packet lossThe indication of packet loss can be divided |
two types [15] timeout or duplication of ACK

When there isno ACK received witin sender’s timer,
sender retransmita lost packet based on last seque
number. Then, the Fast Retransuonilly initiated wheneve
there is tri-duplicate ACKsAs a result, the cwnd is reset
1 MSS as a Slow Start stage previously.

The weakness ofestart Slow Start in Tahoe has b
overcome by TCP Reno where it has been skip
introduce a Fast Recovery algorithf6]. In this new
algorithm the last successful cwnd has bmaintained as a
temporary cwnd and it increased byMSS for every nev
dupACK. This action allows new packet transmissoross
network link. It will be ended when sender recei\
acknowledgement that the retransmission of losketalcas
been receivedThe Congestion Avoidance is entered .
cwnd starts gow starting from the latest cw size.

Potential of handlingmultiple packets loes in same
window has been catered by TCP Newreno amnew
improvement of Reno [17] The cwnd size only adjuste
when it detects the first loss aatlows Fast Retransr to
recover multiple losses while sender only recemqmrtial
new acknowledgement. Th&st Recovel exit when all lost
packets have been acknowledged.

B.  Multi-hops Network Topology

Multi-hops communicatiornis frequentlycan be found in
ad hoc network applications such as sensor net
wireless mesh network and home/ office netwc Nodes
have been configured intseveral topologies include
string, ring, grid, cross and random. T$teing topology is
the simplest case of wireless muitps networ [18].
Throughout static ad hoc topologiesnulti-hops pose to
several possible issues such as hidden and expusbet

summarizes a collection of network topology whicuaily
used in the evaluation of wireless network perfaros

Single hop String

Ring
Ad hoc Wireless
Topology
Grid
Multi-hop
Cross
Random

Fig. 2Topology for Single hoy vs. Multi-hops

1. EXPERIMENTAL APPROACH

A.  Network — Setupesigr and Observation Metrics
In this subsection, we illustrate selected network

considered as static ad hoc network whichusing IEEE

802.11b with basic data rate 1 Mk The standard distance

between two neighboring nodes is given as 200 | [18,
22].

(a) Stingtopology

e ®.

o Q,
®

1

(b) Ringtopology

(¢) Grid topology

Fig. 3Nodes configuration according to the different togaes-
string, ring and gri

In this study, a comparative analysis only involupsto 5
hopsor 6 nodes communicati [23]. Here, we plan to have
only one TCP flow between two nodes communica
over different variants of TCP Congestion Contrbiah are
TCP Tahoe, TCP Reno and TCP Neno. A pair of nodes
communicaidn has been described in the following Tel.
For routing, we implement reactive routing protocol
named as Ad hoc Obemand Distance VectolAODV)
routing whereghe path is established based on demancit
offers a quick connection setup.Detail information
regarding to simulation parameter has been destrib
Table II.
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Vol:6, Nothire@he 3 hops communication [19, 27]. Howevitis
SUMMARY OF NODES PAIR AND ITS POTENTIAL ROUTE IN DIFFRENT

TABLE |

TOPOLOGIES
Hop Node Pairs
C) . . .
String Ring Grid
Routes Routes
1 [1,2] [12] - [121 -
2 [1,3] [1,3] 2 [1,6] 2or
3 [1,4] [1,4 23or [1,7] 2,3 o0r
6,5 2,6 or
5,6
4 [1,5] [1,5] 2,34 [1,11] 2,3,70r
2,6,10 or
5,9,10 or
5,6,10 or
5,6,7
5 [1,6] [1.6] 2345* [1,12] 23,480r
2,3,7,8 or
2,3,7,11 or
2,6,7,8 or
2,6,10, 11 or
5,9,10,11 or
5,6,7,8 or
5,6,10,11
** Node 6 has been moved out of Node 1's transmissange
TABLE Il
SIMULATION PARAMETERS
Parameters Value
Routing Protocols AODV
MAC Protocol IEEE 802.11b
Channel rate 1 Mbps
RTS-CTS On

Simulation Time
Simulation Topology
Number of Nodes

100 seconds

String, Ring and Grid
6 (string & ring ) ; 12 (grid)

mechanism is not applicable in more than 3 hopsthist
time, collision occurred among the data and ACKthe
same flow.

For ring, the changes happen only after 4 hops. By
comparing TCP CC variants, TCP Newreno always ptese
high throughput for all topologies indeed. This htighe
supported by the feature offered by TCP Newrenor&lite
can recover multi-packet losses which also consifleas
burst errors that always happen in wireless network

1400
1300 A
1200 A
1100
1000
900
800
700
600
500
400
300

End-to-end Throughput (kbps)

Tahoe Reno NewReno

m1 hop m2hops M3 hops M4hops m5hops

Fig. 4 Throughput for String topology

1400
1300

Packet Size 1000 bytes
Application Protocol FTP
NS-2 version 2.34

In this study, an open source simulation tool narasd
NS-2 version 2.34 [24, 25] has been used. We ddadleme
performance metrics such as end-to-end througlemat;to-
end delay and packet loss ratio. This selectiobased on
possible output to represent possible network perdoce
degradation over multi-hop communications.

V. NUMERICAL RESULT & ANALYSIS

A.  Hop Count vs. Throughput

From the overall perspective, throughput at thespart
layer decreased when the number of hop is increddett
proves that any packet transmission over wirelsedsighly
potential to loss compared to wired network. Maagtdrs
contribute to loss problem as mentioned in mangaesh
[5, 26]. Here, the simulation study has been cotatliover

1200
1100 A
1000
900 -
800 -
700 -
600 -
500 -
400 -
300 -

End-to-end Throughput (kbps)

Reno NewReno

Tahoe

m1hop 2hops m3hops M4hops m5hops

Fig. 5 Throughput for Ring topology

a variant of TCP Congestion Control (CC) mechanisms

(which are TCP Tahoe, TCP Reno and TCP Newreno)
order to make a benchmark of the TCP flow behairor
wireless multi-hops cases.

In Fig. 5 to Fig. 7, it can be seen that the vabie
throughput for all topologies are equal betweenttinee CC
variants up to 3 hops. However, this trend chamwjeen the
number of hops has been extended to more than Botbr
string and grid. For the first three hops, thispgegs when

in

RTS-CTS mechanism has been actively avoid concurren

transmission created by hidden and exposed node® is
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Fig. 6 Throughput for Grid topology

B.  Hop Count vs. Delay

In this sub-section, we analyzed the relationskapvben
the number of hops and delay. From the networkné&fn,
delay or round trip time (RTT) is an expression tbé
certain duration taken by a sending packet untilag been
acknowledged. In a common sense, it will be in@damce
the distance between two communicating nodes igdased.

From Fig. 8 to Fig. 10, it can be seen that theieaif
delay for all topologies over a variant of TCP CC
mechanisms is given as nearly 0.02 seconds whertbger
communication distance involves up to 3 hops. Whel
distance reaches more than 3 hops, it shows teatl¢kay
becomes bigger which is between 0.04 seconds at@l O.
seconds. This is because of the collisions thapéapat
MAC layer among data and ACK. Therefore, the follogv
discussion will focus on 4 and 5 hops in each toggpl

Referring to string topology, Fig. 8 indicates thae
delay for both hops is closely followed each othéFhe
values for 4 and 5 hops are given as 0.04 secamdi®. 85
seconds respectively. In term of a variant of TGP, e
delay in TCP Reno is slightly higher compared teecs.

In ring topology in Fig. 9, the delay conveys some
different information. For the packet transmissiovolving
4 hops, the delay maintains almost over differenC® CC
at almost 0.04 seconds similar to the case as ringst
topology. Meanwhile in the case of 5 hops, the ylela
changed from 0.09 seconds to 0.12 seconds in TG® Re
and TCP Newreno. For grid topology, the delay diocps
communication is slightly higher than in ring topgy
which is 0.06 seconds. This also happens in 5 lugge
where the delay was recorded as 0.16 seconds bvECR
CC mechanisms.

End-to-end Delay (seconds) End-to-end Delay (seconds)

End-to-end Delay (seconds)

0.06
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0.03

0.02
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0.00

x.-.--'
i Y Y ¥
| O === — == = =
Tahoe Reno NewReno
- < - 1 hop 2 hops ——A — 3 hops
ceeed(eean 4h0p5 —— 5 hops
Fig. 7 End-to-end delay for String topology
) MW oooooeoscsssed(oosssscccnnesd
Y e\
Tahoe Reno NewReno
- < —= 1 hop 2 hops =& = 3 hops
eeedeee 4 hops ———— 5 hops
Fig. 8 End-to-end delay for Ring topology

Y N S\
-———9—-—=---

Tahoe Reno NewReno
- <%-1hop 2 hops =k = 3 hops
<eeeo- 4 hops —— 5 hops

Fig. 9 End-to-end delay for Grid topology
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C. Hop Count vs. Packet Loss Ratio Vol:6, M

The packet loss ratio is calculated based on th
differences between number of sent packets and euntb
received packets over total sent packets. Basedhen
simulation result, there is less number of packetsés

occurred within 3 hops communication. In this cathe
value of packet loss ratio is almost zero percentddis
insignificant figure represents the effectiveneSR8S-CTS
mechanism on handling concurrent transmission. Fotivar

research, the fact of packet loss ratio increasdcnw

number of hops is more than 3 also has been pri2&d
Therefore, the following discussion only emphasiaeshe
packet loss ratio for more than 3 hops as illusttah Fig.
11 to Fig. 13.

In string topology, the packet loss ratio over aats of

TCP CC is between 3.0% until 5.0% for both 4 arftbps

cases. It can be seen that number of packet loghops is

always higher than 5 hops. Meanwhile, for ring fopy,
packet loss is only detected when 5 hop commuiastis

6.0

u
o

»
o

w
o

N
o

Packet Loss Ratio (%)

1.0

4 hops 5 hops

M Tahoe Reno M NewReno

Fig. 12 Packet loss ratio for Grid topology

V. CONCLUSION
Based on the above findings, we can conclude theket

involved and it has been measured to be not maae thtransmission over multi-hops network has been @nfued

3.0%.
Fig. 13 represents packet loss ratio for grid topgi

by network topology itself. Even though the packet
transmission only occurred within transmission &rthere

communication involves 4 hops over different TCP CGs another element that needs to be taken intoideragion.

gives very low value at less than 0.5% compare8l kmps
which can reach up to nearly 6.0%.

6.0

5.0

3.0 -

2.0 ~

Packet Loss Ratio (%)

1.0 A

4 hops 5 hops

H Tahoe Reno H Newreno

Fig. 10 Packet loss ratio for String topology
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Fig. 11 Packet loss ratio for Ring topology

It is related to interference range which is gien2 times

of transmission range (2X). From our observatiathlring
and grid are exposed to the overlapping of interfee
range. This becomes worse when there are more3thaps
communications. In term of difference TCP CC medran
TCP Newreno is recommended to be a benchmark for ou
future investigation in the effect of different errrate and
background traffic over same topologies.
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