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Abstract—The actual grow of the infrastructure in develop
country require sophisticate ways manage the operation and control
the quality served. This research wants to concentrate in the
operation of this infrastructure beyond the construction. The
infrastructure’s operation involves an uncertain environment, where
unexpected variables are present every day and everywhere.
Decision makers need to make right decisions with right information
/data analyzed most in rea time. To adequately support their
decisions and decrease any negative impact and collateral effect,
they need to use computational tools called decision support systems
(DSS), but now the main source of information came from common
users thought an extensive crowdsourcing
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|. INTRODUCTION

HE lifecycle for a civil infrastructure is a least 20 year or

more. So in this time many problems show up and the
manager need to approach al of them in a rationa way.
There is evidence the need of a good Information System to
management the infrastructure in the lifecycle, a specific DSS
with a transactional (OLTP) and analytical database (OLAP).
This database can collect data in rea time, using the main
users of the public infrastructure. The datais processed in real
time using learning models based on artificial intelligence that
alow afast analysis and distribute the information in a proper
way to take action in order to fix the problem reported.

The concept of “crowdsourcing” is used in this research to
gather raw objective data and subjective information about the
public infrastructure. Common users of the infrastructure can
notify to the authority throughout an internal system that a
problem with potential risk is present in the known point in
theinfrastructure.

Different kind of problems can be reported, such us not
working signal, stoplight, cracked pavement, etc. and the
system analyzes this data/information using learning system
that let learn and predict future events. The ultimate goal of
this research intent to notified to a respective office, such as
minister (public works), major officer, fight fighter
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department, police department, etc.

Today a user will not have a way to report a problem
identified in the public infrastructure. The most probable
action is calling the police if the problem is critic. However
regular problems will not be reported, and an Infrastructure
manager will not have the opportunity improve or avoid
accidents that may cause major injuries for users.

[1. THE CHALLENGE

The research has developed a model and a prototype of
mobile application to achieve this goal. Users are able to
report in-situ, geo-reference problems, and then the
knowledge engine developed in the server side process this
information using learning capabilities.

A Geographic Information System (GIS) is feed with the
data process by the knowledge engine alow to manage
anomalies in the infrastructure‘s operation. Know, there is not
only a reported problem by txt or caling, but aso, but
photo/videos uploaded by the people of the city, the main
users of the public infrastructure.

The main information platform bases on a server have the
hard task with a sophisticate algorithm to evaluate in real time
information and redirect to the appropriate track. The
commons problems reported are damage in infrastructure
(Ways, bridges, sidewalks, highways), car accidents, bad
design of routes, urban highway and highways, early alert for
catastrophes, water and air contamination, among others. In
this platform, the information can be used for authorities to
make a prompt decisions (Minister, Cities authorities, Police
Department, etc.)

The research explores the application of learning
capabilities in GIS/DSS. A model and prototype for a read
infrastructure operation will be created. The fundamental
contribution of this research is a better understanding of how
learning systems and crowdsourcing can improve decision
support in infrastructure management. This understanding
will be applied in a framework that can be used to develop a
new, or adapt an existing, model for decision making. The
proposed framework alows GIS/DSS developers to create
models with the capability of learning, evolution, and
adaptation, with data ongoing in real-time. The core of the
system is based on artificial intelligence with learning
algorithms for each case, based in the main characteristics of
the data classified as subjective and objective information.

The challenge is to develop a genera framework to apply
learning systems in the engineering management field to
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manage infrastructure. The literature review demonstrated
specific modelg/solutions of learning systems, but mostly
applied to operational control. This research intends to create
a genera framework of learning systems to be applied to
decision problems primarily at the level of strategic planning
and management control. Thiswill require that the control and
treatment of subjective and objective information be carefully
developed and related directly with learning algorithms
already developed by the artificial intelligence field.

I1l. THE LEARNING SYSTEM

The application of learning systems in decision support is
not necessarily new, but it is certainly underdeveloped. The
identification of processes and procedures for the proposed
framework will be an interesting contribution to the industry
because it will provide an ad-hoc framework specifically for
the management field. Any improvement of existing static
models or even dynamic models will increase the accuracy of
decisions, and if decisions are made with greater accuracy, the
industry will benefit.

The concept of “crowdsourcing” is used to get information
about the public infrastructure. Common users can notify to
the systems that a problem is present in the infrastructure.
Different kind of problems can be reported and the system
will analyzed this information using a learning system with
will learn a predict events, and trend will be explored and
notified to a respective office, such as minister, major officer,
fight fighter department, police department, etc. Today a user
will not have a way to report a problem identified in the
public infrastructure. The most probable action is calling the
policeif the problem is critic. However regular problems, will
not be reported, and an Infrastructure manager will not have
the opportunity to do can avoid accidents or major injuries for
users, can be reports using a current mobile phones. [1]

The point of departure of this research focuses in the
model’s learning capabilities. Adaptive models are models
which change during time, adjusting their parameters and
functions to increase the information available. In particular,
there are three kinds of metadata: input data, time factor data,
and output. Given a process with N input-output data

N
Dy = [X(t)’ y(t)]tﬂ 1, the main objective of adaptive
fuMmWeQZ

pairs

modeling is to choose a model where y=
[2]. Techniques for approaching this equation have been
developed in the Artificia Intelligence field using specid
models reviewed later in this proposal.

Artificial intelligence is a branch of computer science that
has been developed for the purpose of solving the learning
problem. The most recognized approach to applying learning
is the neural network. Neura networks learn by definition,
through a training and/or adaptation, depending of the

1 Dy represents a set of pair input/output, where x(t) is the input for time't
and y(t) is Output for timet.
2w isan unknown parameter vector for the model structure f(x(t), w)

learning algorithm used in each case. Previous research has
studied the applicability of neural networks in construction
field as a general application [3], or as more specific solutions
to construction problems such as bidding [4], estimation [5],
and project procurement [6]. Of late, neural networks have
been mixed with other technologies, such as fuzzy logic and
genetic algorithm to produce more sophisticated and realistic
learning systems as global solutions[2, 7, 8]

IV. THE GENERAL LEARNING FRAMEWORK
A. Introduction

The base for this research was provided by a rigorous
content analysis. This analysis discovered the industry’s need
for aframework to apply learning components. There are five
components identified for a Decision Support Systems, (i)
Data management, (ii) Model management, (iii) Knowledge
Engine, (iv) User Interface, and (v) User. This research is
focused in one of those five components, the knowledge
engine. [9, 10].

The initial components for a general learning framework
that will be fully developed in this research through an
experimental design, is based on case studies that are applied
to the initial framework, identifying patterns and general
structure that need to be address in a general solution. The
internal structures of the knowledge engine pointed in the
learning framework are 1) input, 2) learning engine, and 3)
output. The input component entails specia treatment for the
information. The learning engine includes a series of sub-
components of a knowledge database, learning algorithm, and
feedback and update treatment. Finally, output is a general
measure of information used to make the decision and it
should have a high and clear correlation with the decision to
be made.

INPUT OUTPUT

Learning
Engine

Feedback
Fig. 1 Basic Learning System Diagram

B. The Framework

The general learning framework has its foundation in the
basic learning diagram. This initial framework addresses the
following research question: What are the primary data
sources that can be characterized in the maintenance of the
infrastructure that influence the model’s design in the genera
framework of decision support systems with learning
capabilities? There are three main components of this
framework: Input, Knowledge Engine, and Output.

1) The Input

The framework identifies three different types of input that
might require different treatment depending on how it is
obtained and used. In particular, specia kinds of treatment are
prescribed for tacit knowledge. In each case different

1014



International Journal of Architectural, Civil and Construction Sciences
ISSN: 2415-1734
Vol:6, No:11, 2012

transformation functions might be applied, and the case
studies are chosen to represent each type of situation. This
research identified three types of input: objective, subjective
and contractual input.[11, 12]

Objective Information is related to meaningful and
quantifiable measurement. No judgment, or minimal user
subjectivity, is included in the pre-analysis input. The users
who provide this information are not critical because it is
“human-factor” independent.

Subjective Information is directly related to knowledge
experts or tacit knowledge or personal judge, which may vary
user to user. The level of the knowledge and experience of the
users/expert is a factor considered in the determination of
input treatment and level of trust

The tacit aspects of knowledge are those that cannot be
codified, but can only be transmitted via training or gained
through personal experience. Tacit knowledge has been
described as “know-how”. It involves learning and skill but
not in a way that can be written down. Tacit knowledge has
been found to be acrucial input to the innovation process.

Measurement and validation of expert knowledge as input
to the framework is key factor of model development success,
it is recognized that different experts might provide different
kinds of output for the same problem; the subjective
information is not human-factor independent like objective
information. The learning framework’s management of these
issues must be supported by external information, in direct
relation with the experts’ field experience, their positions in
their respective companies, and the types of decisions they
make.

Contextual Information is related to the information of the
decision environment, which affects the model, but is not
controlled by the organization or the decision-makers. This
information affects the performance of the model positively or
negatively, and is used as given information. The contextual
information is not addresses in this research; however it is
located conceptually in the final framework. Future research
will address this particular need.

2) The Knowledge Engine

The knowledge engine is the heart of a DSS. This is the
most critical component in the framework. It is connected to
external components of DSS such as the knowledge database
which remains in the Data and Model Management. It is also
connected to the user feeding the user-interface with the
output evaluated by the knowledge engine. The learning
components, which are part of the knowledge engine in this
framework is focused on learning engine and learning
algorithms derived from artificia intelligence, a branch of
computer science.

However, the learning engine it is supported with additional
components derived from other sciences such as business
rules, case-based reasoning, and optimization models. All of
these sub-components are explained in detail later during the
experimental design. The knowledge database must be well
structured to store historical and/or relevant information. An

appropriate structure and design of the database structure let
the knowledge engine collect information which is used by the
learning components. The Al component is the most complex
part of the system, although its use is recommended due to the
native application of learning capabilities, hybrid solutions are
also applied and might require a separate construction of the
feedback and update process. The learning algorithms use
specific technologies such as neural networks, fuzzy logic
and/or genetic algorithms to solve the learning approach,
imperfect  information, and optimization problems
respectively. The following research sub-questions need to be
conducted for type of problem and convergence: What
learning algorithms are appropriate for each case? What test
can be used to probe convergence?[13]

In general, all mathematical techniques are able to develop
a learning capability, though, some have the ability to use
feedback and update their internal parameters more easily
than others. This the particular case happen to neural
networks, which belongs to the artificial intelligence science,
includes learning capabilities in their native form, which
setting its learning algorithms for different purposes.

Artificial Intelligence (Al) provides a full spectrum of
techniques which, by definition, incorporates learning
capability and changes the model when new information is
provided to the systems through an internal feedback and
update process. So, it is recommended for the learning engine
being based on Al, in order to avoid complex feedback and
update processes.

Al let combine technologies already used separately. For
example combining fuzzy logic, neural networks and
evolutionary computing solve human inference process,
feedback and update process, and optimization, respectively.
Those techniques are analyzed and studied in the next section.
The combination of FL and NN has begun to be applied in
many areas, and it is called Neural Fuzzy Systems[8]. For that
reason it is review in detail the neural networks, fuzzy logic
and evolution computation, ending with a review of the most
common combination of these techniques.

Artificial Neural Networks are relatively crude electronic
models based on the neural structure of the brain. The brain
basically learns from experience. This brain modeling also
promises a less technica way to develop mechanica
solutions.

In most cases, neural networks are adjusted and/or trained,
so that a particular input leads to a specific target output.
Adjustment of the network is based on a comparison of the
output and the target, until the network matches the target, or
until an allowed error occurs. There are two types of learning:
supervised and unsupervised. Supervised learning requires a
teacher. The teacher might be a training set of data or an
observer who grades the performance of the network results.
Either way, having a teacher is learning by reinforcement.
When there is no externa teacher, the system must organize
itself by some internal criteria designed into the network.

Another important internal characteristic of the neura
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network has to do with its layers. A higher number of layers,
in most cases, increases the accuracy of the outcomes but
requires more datainput to train the network properly.

» Advantages:. Neural Networks learn system behavior by
using input-output data. The representation of the human
thinking process is good enough for solving many problems
that are either unsolved or inefficiently solved by existing
techniques, included fuzzy logic. The networks incorporate
the previous information to meet and advance further
solutions.

» Disadvantages. The major problem is the nature of the
“black box”; the general understanding of what there is in the
black box is incomplete compared with the understanding
provided by fuzzy logic. It is much harder to determine the
right structure and layer of the net to solve a particular
problem. Manipulating and learning parameters for learning
and convergence become increasingly difficult. Another
important disadvantage is the number of data sets necessary to
train the neural networks. Depending on the number of
components and layers, the neural network might require a
high volume of information (datasets), one of the most critical
elements for the construction industry, the lack of data.

The learning engine of the neural network is based on a
learning algorithm, which is affected by its structure. There
are many algorithms that serve different purposes. Neura
networks have been applied in the construction industry to
address strategic decision and many different aspects have
been reported in research journals [3, 5, 6]

Fuzzy Logic is an approach to computing based on "degrees
of truth" rather than the usua "true or false" (1 or 0) Boolean
logic on which modern computing is based. The idea of fuzzy
logic was first advanced by Dr. Lotfi Zadeh of the University
of California at Berkeley in the 1960s. Dr. Zadeh was working
on the problem of computer understanding of natural
language. Natural language (like most other activities in life
and indeed the universe) is not easily translated into the
absolute terms of 0 and 1. Whether everything is ultimately
describable in binary terms may be a philosophical question
worth pursuing, but in practice much of the data we might
want to feed into a computer are in some state in between, and
so, frequently, are the results of the computing process. Fuzzy
logic primarily concerns the relative importance of precision:
How important is it to be exactly right when a rough answer
will do?

There are many member functions to define the fuzzy set;
each function has its own purpose. The simplest function is
represented by straight lines. It is not necessary to create
complex member functions; mere superposition of functionsis
an easy way to represent complex solutions.

» Advantages. Fuzzy Logic converts complex problems
into simpler problems using approximate reasoning. It can be
used to model the uncertainty and nonlinearity of a system. It
avoids the complex mathematical models. Fuzzy logic is easy
to understand, flexible, tolerant of imprecise data, model
nonlinear functions, and is based on natural language.

» Disadvantages. As complexity increases, it becomes
more challenging to determine the correct set of rules and
membership functions needed to describe system behavior
correctly. The use of fixed geometric-shaped membership
functions limits the system knowledge more in the rule base
rather than the membership function base with a high level of
requirement of system memory and processing time.
“Defuzzification” does not guarantee solutions that operate
under al possible conditions. Once the rules are determined,
they remain fixed in the system, which is unable to learn.
Conventional fuzzy logic can neither generate rules nor
incorporate previous information in the rule base, which is
very important for pattern recognition.

Evolutionary Computing is the name given to a collection
of algorithms based on the evolution of a population toward
the solution of a certain problem. Three main types of
evolutionary computing techniques have been reported in
research studies based on different evolutionary agorithms
(EA): genetic agorithms (GA), evolution strategies (ES),
evolutionary programming (EP), and genetic programming
(GP). Evolutionary computing was introduced in the 1960s by
I. Rechenber in this work “Evolution Strategies. GA was
developed by John Holland in the 1970s, his main publication
“Adaptation in Natural and Artificial Systems” was published
in 1975. In 1992 John Koza used GA to develop programs to
perform certain task, caling the method Genetic
Programming (GP), using LISP as man language
programming [14-16].

Genetic algorithm takes its name from genetic behavior. It
is inspired by Darwin’s theory of evolution, and by the role of
chromosomes in reproduction. All living organisms consist of
cells, in each cell there is the same set of chromosomes.
Chromosomes are strings of DNA and determine the shape of
the whole organism. A chromosome consists of genes, blocks
of DNA. Each gene encodes a particular protein. Basically, it
can be said that each gene encodes a trait, for example the
color of the eyes. Possible settings for a trait (e.g. blue,
brown) are called alleles. Each gene has its own position in
the chromosome. This position is called alocus.

The complete set of genetic material (all chromosomes) of
a type of organism is called its genome. A particular set of
genes within a genome is called a genotype. The genotypes
are, with later development the basis for the organism's
phenotype, its physical and mental characteristics, such as eye
color, intelligence etc.

During reproduction, recombination (or crossover) first
occurs. Genes from parents combine to form a whole new
chromosome. The newly created offspring can then be
mutated. Mutation means that the elements of DNA are a bit
changed. These changes are mainly caused by errors in
copying genes from parents. The fitness of an organism is
measured by the success of the organism in itslife (survival).

Genetic algorithms have been applied in the construction
field in isolated ways [17], but are more commonly found in
fusion systems, combinations of different technologies of
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Artificial Intelligence.

Evolution Strategies were invented in the early 1960s by
Rechenberg and Schewefel. ES are typically used for
continuous parameter optimization, with a strong emphasis on
mutation for creating offspring. Mutation is implemented by
adding some random noise drawn from Gaussian distribution.
Also, the mutation parameters are changed during a run of the
algorithm.

One of the main contributions to evolutionary computing is
self-adaptation, which occurs in the context of changing
fitness landscapes. In cases where the objective function is
changing, the evolutionary process is aiming at a moving
target. When the objective function changes, the present
population needs to be reevaluated since they have been
adapted to the old objective function.

Evolutionary Programming (EP) was initially developed to
simulate evolution as a learning process with the aim of
generating artificial intelligence. A simple prediction task isto
guess the following input symbol in an input stream. That is,
considering n inputs predict the (n+1) th and articulate this
prediction by the nth. Usable mutation operators are generally
given to generate: (1) changing and output symbol, (2)
changing a state transition, (3) adding a state, (4) deleting a
state, and (5) changing an initial state.

For historical reasons EP has been associated with
prediction tasks and the use of finite state machines (FSM) as
their representation. Since 1990 EP variants for optimization
of real valued parameter vectors have become more frequent
and even positioned as standard EP. Today is considered a
very open framework in terms of representation and mutation
operations.

Genetic Programming (GP) is the youngest member of the
evolutionary computing family, and differs from other EC
strands in its application. GP could be positioned in machine
learning. The GP is designed to use parse trees as
chromosomes. The mutation operation typically acts by
selecting a node of the tree. The resulting chosen sub-tree is
from one parent into the other. Depending on the problem at
hand, and the user’s perceptions on what the solutions must
look like, this can be the syntax of arithmetic expressions,
formulas in first-order predicate logic, or code written in a
programming language.

Combinations of Techniques. Fuzzy logic, neura
networks, and evolutionary computing are techniques that
have been used separately and successfully in isolated
solutions, but the use of each of them has advantages and
disadvantages. A good combination of these techniques makes
a model robust and strong but probably much costlier in its
implementation. Fuzzy logic captures the imperfect
information; neural networks have the learning engine in
native form, and the genetic algorithms have the component
for optimization in its model. A combination of those
technologies offers a clear benefit to systems used in the
construction field. The combined use of those technologies
has been reported in research journals[2, 7, §].

An interesting study applying a mixture of fuzzy logic,
neural networks and genetic algorithm to construction, called
“Evolutionary Fuzzy Neural Inference Model (EFNIM)”, was
created by Cheng and Ko. There are multiple ways to
combine those techniques. A better understanding of the
algorithms, their advantages and disadvantages, and the
related decision problems will be a critical factor in the
further development of learning engines. [7]

3) The Output

The output must be a measurable variable in order to
feedback the system, if not, conversion need to be applied in
order to make the information workable inside the learning
components. The output is the ultimate information used by
the decision maker to make the decision. In the general
learning framework, the output is used to calibrate the model,
increasing the accuracy of it.

The definition of the output is a critical task for an
implementation of a learning system. The type of output can
aso be classified as objective or subjective information.
Objective output is related to information directly compared
with information gathered from the field, such as final project
cost, final schedule, cost or schedule growth, etc. By the other
hand, subjective output is related to information not gathered
from field without an analysis with a human factor involved.
Examples of subjective outcomes are usually related to a
discrete or continue subjective scale, such as: Relative success
of a project, relative recommendation to use a procurement
method or technology. Use subjective outcome to feedback
the system become is a challenge task that designer of DSS
should avoid if it is possible.

The real output is compared with the estimated output to
adjust the knowledge engine. If the real output, defined also
as a target, is subjective, the feedback process requires either
an extra step of conversion, or simply adds additional external
data to define a set input/output/target.

IV. AN APPROACH OF THE GENERAL LEARNING FRAMEWORK

The initial general learning framework is populated with
specific components. In particular, the input identifies three
types of information. Additionally, the knowledge engine
requires a database to manage the new information which is
connected to external DSS components, but represented in the
final diagram with dash lines. Finaly, the learning
components identified appropriate techniques to be used in
learning algorithms based on Artificial Intelligence.
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Fig. 2 General learning framework

The connection between the input and output is a
conceptual and a mathematical model based throughout on
learning algorithms; the mathematical techniques are the main
component of the learning engine and are required to address
not only algorithms but also to address decision problem; this
issue is addressed in the experimental design. In general, core
engines are oriented to some particular technique related to
some specific type information — subjective, objective, or
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context - with the time those engines had evolved and became
able to work in a wider spectrum of data input than originally
created [18, 19].

In order to construct an appropriate learning model, has
been developed a workflow to achieve convergence in the
result represented in the Fig. 3. The selection of the
appropriate learning engine remains in the input/output
characteristics and the DSS designers’ skills. There are
implicit benefits identified for each technique used.
Advantages and disadvantages need to be addressed by the
decision maker prior to the model development. The Figure
shows a tendency used today after the rigorous content
analysis has been fully developed in the literature reviewed.
The tendency shows a progressive use of artificia intelligence
in which subjective and objective information let unstructured
problems be solved more appropriately than traditional
techniques, such as linear programming or regression models.
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V. THE PROTOTYPE AND THE APPLICATION

There are a wide aternative of platform to develop a
solution to achieve the main goal of this research. One of the
most relevant aspects is the data collection that came for the
users of the public infrastructure. The nature of the data and
the penetration of smartphones make feasible the construction
of a software application for thisinput information [20].

Today’s market is governed by two main alternatives as
operative systems: iOS© from Apple ™ and Android© from
Google™, Although there are other systems available for
mobile devices, those were not considered for the prototype
construction.

The data collected is sent it to the main server, which has
two databases, one transactional (OLTP) and another
analytical (OLAP). Both work together to perform a predict
model based in a Linux Operative System. In this server is
locate the Learning Engine programmed in C++ and linked
with Matlab© for the neural network engine. The model
construction was based on the diagram shown in the Fig. 4.

Decision Problem

[Conceptual Model}

Learning Engine

Input Definition
Data — Prototype
Collectionf/Analysis [  (Mathematical Model)
Output/Outcome | |
Definition J

Validation/Test

Fig. 4 Dataanaysis for model development

The users mobile application start when a problem in the
street or highway is observed, this problem is reported using
the smartphone with the developed application, including
multimedia data, such as photography, video, sound or just
text. Then this information is processed, tabulated and
classified by the learning engine. A smart criteria define isthe
problem is valid, and require immediate attention, redirecting
the report to the respective agency or department.

User Observation Data from user

(Transaction)

User using Mobile
aplicacion to report the
problem

Loeation:

AP 24338
TE&012°0

Text Message: Broken

Signal in a cmss strest

i

Application use the Camera
and GPS 1o facllitate the
location

£
B5550001

Data Transmition

Smart Tabulation

= Location: Av. La Paza 680 +  City of Las Condes

5|+ Police Department
«  SERVIU

Systems of
data procesing

Las Condes. Sa
+  Type: Signal Broken

+  Reparied: user class
= Number of reports: &

0 Chie.

Fig. 5 Example of user experience

Finally there is a web application for administrator and
responsible for the public and private infrastructure used for

people of the city. The access to the web application requires
a valid authentication controlled by user and roles. Also an
API (Application Programming Interface) is part of the future
research in order to alow the connection among multiples
platforms.

VI. CONCLUSION

A huge amount of data can be gathered by the users,
experts and not experts. To filter and to classify this
information is the successful factor of the research. Today’s
there is a high penetration of mobile device that can be used
to report problems with the extra useful data, such us a photo
geo-referenced.

By other hand, the public infrastructure is managed by
department which not have enough personnel to validate or
certificate that is operating appropriated. A problem reported
by a common user can be much faster that a problem reported
by an employee of that department. Identify a problem its
potential risk of accident and reported to the responsible in
order to be fixed has a high positive impact in the society.
This makes infrastructure more safe and secure just with an
early aert.
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