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Abstract— Video Mosaicing is the stitching of selected frames of 

a video by estimating the camera motion between the frames and 
thereby registering successive frames of the video to arrive at the 
mosaic. Different techniques have been proposed in the literature for 
video mosaicing.  Despite of the large number of papers dealing with 
techniques to generate mosaic, only a few authors have investigated 
conditions under which these techniques generate good estimate of 
motion parameters. In this paper, these techniques are studied under 
different videos, and the reasons for failures are found. We propose 
algorithms with incorporation of outlier removal algorithms for better 
estimation of motion parameters.  
 

Keywords— Motion parameters, Outlier removal algorithms, 
Registering , and Video Mosaicing.  

I. INTRODUCTION 
HE need to combine pictures into panoramic mosaics 
existed since the beginning of photography, as the 

camera's field of view is always smaller than the human field 
of view. Also, many times large objects could not be captured 
in a single picture as is the case in aerial photography. Using a 
wide field of view (fish-eye) lens can be a partial solution, but 
the images obtained with such a lens have substantial 
distortions, and capturing an entire scene with the limited 
resolution of a video camera compromises image quality. A 
more common solution is photo-mosaicing: aligning, and 
pasting, frames in a video sequence, which enables a more 
complete view. The most obvious applications of a mosaic 
representation are a means of visualization (since mosaics 
provide a wide and stabilized field of view) and video 
compression (since mosaics are efficient scene 
representations). However, mosaics are also useful in other 
applications, such as scene change detection, efficient video 
search and video indexing, efficient video manipulation. 
      Optical flow techniques are based on the idea that for most 
points in the image, neighboring points have approximately 
the same brightness [9]. If the overlap of the images is very 
large, (i.e. the motion is very small) it has been shown that a 
non-linear criterion minimization using the Levenberg--
Marquardt method yields very good results [8], but it is very 
sensitive to the local minima and computationally expensive. 
Another class of techniques is based on extraction of features. 
Feature based methods rely on accurate detection of features.  
     Another strategy for video mosaicing is based on feature 
tracking. Feature point tracking process can be broadly 
divided in two steps. In the first step feature points are 
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extracted in the first frame using a feature extractor, which are 
tracked in the successive frames in the second step, thereby 
establishing a correspondence between the frames. Thus using 
the feature map, the two frames can be registered. This 
method relies on the accuracy of the feature maps. Compared 
to the other gradient-based flow methods, this approach is 
computationally less expensive. 

 
     The rest of this paper is organized as follows. Section 2 
gives an overall idea of feature tracking and optical flow 
based mosaicing, Section 3 deals with the problem of outlier 
detection and elimination. Section 4 presents the results 
obtained. Section 5 draws the conclusions. 

 

II. OPTICAL FLOW AND FEATURE TRACKING 

A. Optical Flow 
 Assuming a model of constant flow within a region of 

image we can combine information from neighboring gradient 
constraint equations to determine the best flow [u,v] satisfying 
all the equations by finding the [u,v] that minimizes the sum 
of the constraints over the neighborhood:  
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where,   2)( xx =ρ and R is some image region. More 
generally, one can assume a more complex flow model:  
u(x,y) = u(x,y,a) where a are the parameters of the model. 
Example models of image flow in a region R include constant, 
affine, and planar [8]. Our goal is to estimate the parameters, 
a, of the model within a region by minimizing:  
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In the constant case the model is simply the same as the 
equation above:  
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For an affine flow model we have is: 
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Notice that when 2)( xx =ρ  this is a standard least squares 
regression.  

B. Feature Tracking 
    Kanade Lucas Tomasi tracker with a translation or affine 
tracking model is used to track features in successive frames. 
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For translational model, I(x, y, t+ ζ) and I(x - d) represent the 
frames corresponding to time t+ζ and t respectively, and for 
affine tracking model I(x, y, t+ ζ) and   I(Mx - d) represent the 
frames corresponding to time t+ζ and t respectively, where d    
is the displacement and M is  a 2 x 2 matrix accounting for the 
affine warping. M can be written as M = 1 + D, with 

( )ijdD =  a deformation matrix and 1 the identity matrix. 

The motion parameters are estimated by minimizing the sum 
of squared differences (SSD) [7]: 
ε = Σw [I (Dx+x + d, t + ζ) – I(x, t)] 2  
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     After the feature maps are obtained, a motion model is fit 
to them to compute the underlying transformations between 
the frames [5]. 

 

III. OUTLIER DETECTION 
     In the problem of mosaicing for only the background 
motion, considering pixels on a moving object or outliers is 
not useful.  This intelligence is not added in [2] where a global 
least square minimization approach is adopted to estimate the 
affine parameters. Similarly due to the rather uniform nature 
of feature tracking [4], it is unavoidable that points which are 
not suitable for the purpose, might get tracked. These points 
may be from moving objects and outliers. To complicate 
things further, feature points may be lost due to occlusion or 
other factors. Methods for detecting and handling them are 
proposed in this section.  

A. Optical Flow with Outlier detection 
     We use the robust estimation of multiple motions to detect 
outliers. In this approach we use the ρ  to be  Geman–

McClure norm, 2

2
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x
xx
+
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σρ  instead of least square 

minimization in . This approach can be used to estimate affine 
flow parameters for the multiple motions separately. Hence 
we can estimate the affine transformation parameters of 
background from its affine flow parameters.  

B. Feature Tracking with Outlier detection 
     In this approach we consider the relative displacement of 
the feature points in both the images to arrive at the outliers. 
This is formulated as follows. Let the two sets of points 
tracked be Y and X. Determine the relative distance matrix D 

for the feature set X, where ( ) jiij xxd −=                  

},...,2,1{, kji ∈ . Let D’ represent the same relative distance 
for the feature set Y.i.e., 
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Where, k represents the number of feature points tracked. If 
(xi, yi) and (xj, yj) are correct feature maps,  then ideally dij-dij` 
must be equal to 0. At the same time for incorrect feature 
maps this difference has a large non zero value.  Figure 3.3 
gives a better picture of this technique. Assume that (xi, yi), 
(xj, yj) and (xk, yk) are the pairs of tracked feature maps and 
among them (xk, yk) is an incorrect map. Since the other two 
feature maps are correct feature maps the distance dij is equal 
to dij`. But dik and dik’ as well as djk and djk` are not equal. 
Hence by finding the difference between the relative distance 
of xk with respect to all other xi and the relative distance of yk 
with respect to all other yi, clearly marks (xk, yk) as an false 
map. This simple approach will also work in the presence of 
moving foreground objects. If points on the moving objects 
are tracked then, the relative distance of the point on the 
object with respect to the points in the background changes in 
the two images. This information can be easily captured by 
this technique. This scheme is reliable even when there is 
rotation between two frames. 

 

IV. RESULTS AND ANALSIS 
      Two test sequences were used of different complexity. 
The aerial sequence (figure 3.1) has a simple translation 
motion. In this sequence we have the camera symbol ‘+’ and 
the non overlapping region that should not be considered 
while extracting features or for registration in the process of 
mosaicing. The translation parameters obtained from tracking 
with outlier removal and optical flow with outlier removal are 
nearly equal since they incorporate outlier removal step. 
Optical Flow [2] performs poorly because of global 
minimization without any outlier removal process. Due to this 
limitation Mann’s algorithm finds it difficult to generate 
mosaics when there are multiple motions. To substantiate this 
a road sequence (Figure 3.2 was used for comparison and it 
was found that Mann’s algorithm could not give a reasonable 
homography. It is clearly evident that Optical Flow [1] is a 
better featureless algorithm over Optical Flow [2] algorithm 
for mosaicing videos with multiple motions. 
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Fig. 3.1 Distance Metric 

 

 
 

Algorithms 
0a  1a  2a  3a  4a  5a  

Tracking [3][4] 8.436678 1 0 2.169910 0 1 

Optical Flow [2] 9.919314 1 0 2.060935 0 1 

Optical Flow [1] 8.407109 1 0 2.180797 0 1 

 

 
               
              Fig. 3.1a  0th frame in a aerial sequence                                                    Fig. 3.1b  1st frame in a aerial sequence 
 

                                               
 
     Fig. 3.2a  0th frame in a road sequence                                                      Fig. 3.2b  1st frame in a road sequence 
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A few of the frames of an aerial video sequence (300 frames) 

 

The mosaic obtained 

 


