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Abstract—Purpose: To explore the use of Curvelet transform to 

extract texture features of pulmonary nodules in CT image and support 
vector machine to establish prediction model of small solitary 
pulmonary nodules in order to promote the ratio of detection and 
diagnosis of early-stage lung cancer. Methods: 2461 benign or 
malignant small solitary pulmonary nodules in CT image from 129 
patients were collected. Fourteen Curvelet transform textural features 
were as parameters to establish support vector machine prediction 
model. Results: Compared with other methods, using 252 texture 
features as parameters to establish prediction model is more proper. 
And the classification consistency, sensitivity and specificity for the 
model are 81.5%, 93.8% and 38.0% respectively. Conclusion: Based 
on texture features extracted from Curvelet transform, support vector 
machine prediction model is sensitive to lung cancer, which can 
promote the rate of diagnosis for early-stage lung cancer to some 
extent. 
 

Keywords—CT image, Curvelet transform, Small 
pulmonary nodules, Support vector machines, Texture 
extraction.  

I. INTRODUCTION 
N recent years, lung cancer is today the most frequent cause 
of cancer deaths all over the world and carries a severe 

prognosis with 5-year survival rates. On a global basis it is 
estimated that 1.2 million people are diagnosed with this 
disease every year (12.3% of the total number of cancer 
diagnosed), and about 1.1 million people are dying of this 
disease yearly (17.8% of the total cancer death)[1]. Early 
detection of lung cancer is essential in reducing life 
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fatalities[2]. However, achieving this early detection of lung 
cancer is not an easy task. More than 80% patients are already 
in middle or advanced stage when diagnosed and they miss the 
timing for the surgery. The 5-year survival rate is only 14%[3], 
which can reach more than 70% if lung cancer can be 
diagnosed in an earlier stage. Because of the difficulty of 
diagnosis at the early period, it has been the heat research area 
all over the world. 

Although histology diagnosis is the most accurate detection 
method in the medical environment, it is an aggressive invasive 
procedure that involves some risks, patient discomfort and 
some trauma, which restricts it to be used in the clinical 
practice. Digital CT (Computed Tomography), overcoming 
shortages of histology diagnosis, has gradually become the best 
imaging diagnosis method of lung cancer[4]. But pulmonary 
nodules (referring to the lesion of lung field ≤ 3 cm in diameter) 
of lung cancer in CT images share similarity with benign cases 
to some extent, such as tuberculosis, inflammatory 
pseudotumor, hamartoma, and aspergillosis [5], which makes it 
difficult to distinguish, especially for the doctors who are not 
rich in clinical experience. With technique of computer rising, 
the computer-aided diagnosis (CAD) has become an auxiliary 
diagnosis tool[6,7], especially in diseases that can not be 
diagnosed efficiently. To improve the accuracy and efficiency 
of CT screening programs for the detection of early-stage lung 
cancer, a number of research projects, such as texture 
analysis[8,9] and image segmentation[10,11], have been done 
to assist radiologists in diagnosing lung cancer. The purpose of 
our research is to establish support vector machine prediction 
model for small pulmonary nodules based on Curvelet 
transform to extract texture features of CT image. In 
accordance with the prediction model we can predict the 
characteristics of pulmonary nodules and aid to diagnose 
early-stage lung cancer effectively. 

II.  MATERIALS AND METHODS 

A. Materials 
Please 2461 CT images used in this study are extracted from 

129 patients with small solitary pulmonary nodules, including 
537 CT images (25 benign cases) related to benign nodule and 
1924 CT images (104 malignant cases) to malignant tumors. 
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The final diagnosis of malignant cases was determined by 
either an operation or biopsy. The diagnosis of benign cases 
was confirmed by an operation, CT diagnosis or follow-up. The 
original format is DICOM, and diameter of the images is 
between 0.3 cm and 3 cm. 129 cases were provided by four 
hospitals, and details are as follows: Beijing Xuanwu Hospital 
of Capital Medical University (26 malignant cases, 11 benign 
cases), Beijing Friendship Hospital affiliated to Capital 
Medical University (35 malignant cases,6 benign cases), 
Chaoyang Hospital affiliated to Capital Medical University (20 
malignant cases,7 benign cases) and Fuxing Hospital affiliated 
to Capital Medical University (23 malignant cases,1 benign 
cases) 

CT scans were obtained with an 64-slice helical CT scanner 
using a tube voltage of 120 kV and current of 200mA. 
Reconstruction thickness and reconstruction intervals for 
routine scanning were 0.625mm, Kernel is B31f/B70. Window 
width,1,500 HU and window level,-500 HU. Data were 
reconstructed with a matrix of 512×512. 

B. Basic Theories 
1.  Support vector machines  

SVM is a popular classifier based on structural risk 
minimization principle[12], whose object is to minimize the 
generalization error of the classifier. Recently, SVM has gained 
much attention as a useful tool for image recognition. 
Youngjoo Lee[13] investigated the performance of Bayesian 
classifier, ANN (artificial neural net) and SVM (support vector 
machine) for differentiating obstructive lung diseases using 
texture analysis. Results showed that SVM showed the best 
performance for classification. Michael E. Mavroforakis[14] 
used fractal analysis to extract texture features of breast mass in 
mammograms. Then A wide range of linear and non-linear 
classification architectures was employed, including linear 
discriminant analysis (LDA), least-squares minimum 
distance(LSMD), K-nearest-neighbors (K-nn), radial basis 
function (RBF) and multi-layer perceptron (MLP) artificial 
neural network (ANN), as well as support vector 
machine(SVM) classifiers to classify mammographic breast 
tumors. Results showed that Non-linear classifiers, especially 
SVM, have been proven superior to any linear equivalent. 

 In contrast to other classifiers, such as Artificial Neural 
Networks, SVM searches for the hyperplane that maximizes 
the distance from the hyperplane to the nearest examples in 
each class. An attractive feature of SVM is that it can map 
linearly inseparable data into higher dimensional space where 
they can be linearly separated. This makes it useful for the 
supervised non-parametric classification of hyerspectral 
images. There are two types of SVM, linear and non-linear. The 
training data of linear SVM may be analyzed as either linearly 
separable or linearly non-separable.  

We could use K for training even if we do not know function 
φ. The problem is still a linear separation problem but in a 
different space. It is easy to find kernel functions such that the 
training algorithm and solution are independent of the 
dimension of H. Such kernels must hold Mercer´s 

condition[15] which tells us whether or not a perspective kernel 
is a dot product in some space. The polynomial, radial, anova 
kernels are now often seen choices in SVM-based CAD 
applications.  

The use of SVM, like any other machine learning technique, 
involves two basic steps namely training and testing. Training 
an SVM involves feeding known data to the SVM along with 
previously known decision values, thus forming a finite 
training set. It is from the training set that an SVM gets its 
intelligence to classify unknown data. 
2.  Curvelet transform 

During the past two decades, wavelets theory has been 
widely used, because wavelets provide a powerful tool for 
multi-resolution analysis of images. Many studies have 
investigated wavelet-based features in various applications 
such as image denoising, image compression and tumor 
recognition. The success of wavelets lies in its good 
performance for piecewise smooth functions in one 
dimension[16], however wavelet is not suitable to capture more 
directional features in an image. In 2000, in an attempt to 
overcome the weakness of traditional multiscale 
representations using wavelets, Candes and Donoho[17] 
developed Curvelet for providing efficient representation of 
smooth objects with discontinuities along curves. The basic 
idea of Curvelet transform is to represent a curve as a 
superposition of functions of various lengths and widths 
obeying a specific scaling law. Regarding 2D images, it can be 
done first by decomposing an image into wavelet sub-bands, 
i.e., separating the object into a series of disjoint scales. Each 
sub-image of a given scale is then analyzed with a local ridgelet 
transform, another kind of new multi-resolution analysis tool.  

Based on Curvelet transform, we extracted fourteen texture 
features of pulmonary nodules of CT images, including 
Entropy, Mean ,Correlation, Energy, Homogeneity, StdDev, 
MP, IDM, ClustTend, Inertia, SumMean, DiffMean, SumEntr, 
DiffEntr. The meanings of fourteen texture features are as 
follows. 

Energy is defined to measure the number of repeated pairs, 
which is expected to be high if the occurrence of repeated pixel 
pairs is high. In statistical mechanics, entropy is defined as a 
factor or quantity that is a function of the physical state of a 
mechanical system and is equal to the logarithm of the 
probability of the occurrence of the particular molecular 
arrangement in that state. Inverse Difference Moment tells us 
about the smoothness of the image, like homogeneity. The IDM 
is expected to be high if the gray levels of the pixel pairs are 
similar. Inertia reflects the roughness of texture, which is 
expected to be low if the more elements are near to diagonal 
line of matrix when texture is rougher. Correlation is expected 
to measure the relevance on the gray of pixel. Sun–mean (mean) 
and Difference-mean provide the mean of the gray levels in the 
image. The sum–mean is expected to be large if the sum of the 
gray levels of the image is high, so is 
Difference-mean.Standard deviation tells us how spread out the 
distribution of gray levels is. The variance is expected to be 
large if the gray levels of the image are spread out greatly. 
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Results in the pixel pair which is most predominant in the 
image. The Maximum probability (MP) is expected to be high 
if the occurrence of the most predominant pixel pair is high. the 
mean of the gray reflects the central tendency of the gray. 
Cluster tendency measures the grouping of pixels that have 
similar gray level values. Homogeneity measures the local 
homogeneity of a pixel pair. The homogeneity is expected to be 
large if the gray levels of each pixel are similar.  

Curvelet transform is a new image representation approach 
that codes image edges more efficiently than wavelet transform. 
Curvelet will be better than wavelet in following cases: [18] 

(1) Optimally sparse representation of objects with edges. 
(2) Optimal image reconstruction in severely ill-posed 

problems. 
(3) Optimal sparse representation of wave propagators. 
Some studies have been done using Curvelet transform in 

image processing. Dettori and Semler [19] presented a 
comparative study between Wavelet, Ridgelet and Curvelet 
transform on some computed tomography (CT) scans. The 
comparative study indicated that Curvelet yields better results 
than Wavelet or Ridgelet. 

C. Methods 
Programs to extract texture features of CT image and 

establish prediction model of SVM were performed 
respectively using MATLAB, version 7.0, software (The 
MathWorks, Inc.) and Microsoft Visual C++ 6.0, software(The 
Microsoft, Inc.) 

Curvelet transform was used as a multiscale level 
decomposition to represent pulmonary nodules of CT images as 
a pre-process for classification. Then we chose 252 texture 
features to establish prediction model of SVM. 

III. RESULTS 

A. Basic Situation of Case 
1.  Age Distribution 

The youngest patient is 22 years old. The oldest patient is 
86 years old. The average age is 63.2 years old.  

2. Differences Comparison of Gender Distribution of 
129 Cases Between Benign and Malignant Cases 

There are 25 benign cases (11 males, 14 females) and 104 
malignant cases (62 males, 42 females) .Results are showed in 
TABLE I. 

TABLE  I 
GENDER DISTRIBUTION OF 129 CASES BETWEEN BENIGN 

AND MALIGNANT CASES 

Pathological 
Diagnosis 

Gender 
Total 

Male Female 
Benign 11 14 25 

Malignant 62 42 104 
Total 73 56 129 
We performed chi-square test on the gender distribution of 

129 cases between benign and malignant cases 

(Pearson
2χ =2.001, P =0.157). Gender distribution in cases 

showed no statistically significant differences, indicating that 

the cases of the sample distribute evenly in gender between 
benign and malignant cases. 

 

B. Texture Features 
Based on Curvelet transform, we extracted fourteen texture 

features of pulmonary nodules of CT images. Every image 
could be decomposed into 18 sub-images. Also the 18 
sub-images could be classified into three parts: inner layer, 
middle layer and outer layer. So 252 texture features were 
extracted from every image. Among those texture features, 158 
texture features showed statistically significant differences 
between benign and malignant cases through two independent 
samples tests of nonparametric test or two independent samples 
t-test. 
 

C. Establishment of Prediction Model of Support Vector 
Machines 

By 80% and 20%, we divided the 2461 images into two 
parts: one was a training sample (80%) and the other was a test 
sample (20%). The training sample was to establish the 
database and the test sample was to evaluate the validity of 
prediction model of SVM. (TABLE II) 

 
TABLE  II 

BENIGN AND MALIGNANT CASES DISTRIBUTION 
Samples Benign Malignant Total 
Training 
sample 429 1539 1968 

Test sample 108 385 493 
Total 537 1924 2461 
 
Based on Curvelet transform, 252 texture features we 

extracted were as parameters to establish prediction model for 
small pulmonary nodules (TABLE III) 

The validity of prediction model of SVM is evaluated by 
the following three indexes: sensitivity (93.8%), specificity 
(38.0%) and consistency (81.5%). The high sensitivity (93.8%) 
can reduce the false negative rate of early-stage lung cancer 
effectively. 

TABLE  III 
PREDICTION RESULTS OF PULMONARY NODULES BASED ON 

SVM 

SVM 
Pathological Diagnosis 

Total 
Benign Malignant 

Benign 41 24 65 
Malignant 67 361 428 

Total 108 385 493 
 
There are other methods used in published researches to 

select texture features. Leandro Lu’ s Galdino Oliveira[20] 
used wavelet transform to extract the chest radiography, and 
used Energy as the only parameter to establish the prediction 
model. The same attempt had been done in other research 
projects[21,22]. Lucia Dettori[19] selected Mean, StaDev, 
Energy and Entropy to establish the prediction model. Principal 
component analysis，a very useful tool to deal with colinearity, 
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has various applications in texture extraction and tumor 
recognition[23,24,25]. Mohamed Meselhy Eltoukhy[26,27] 
used Curvelet transform to decompose mammogram images 
into 4 levels, then selected the largest 100 texture features as 
parameters. 

In order to select texture features which are more accurate to 
reflect characteristics of pulmonary nodules, we have made 
many attempts. Results are followed (TABLE IV). 

 
TABLE IV 

PREDICTION RESULTS OF PULMONARY NODULES USING 
OTHER METHODS 

 Sensitivity specificity consistency 

Using Energy As The 
Only Parameter 93.2% 29.6% 79.3% 

Using Texture Features 
of Inner Layer As 
Parameters 

96.4% 31.5% 82.2% 

Using Texture Features 
of Middle Layer As 
Parameters 

94.8% 25.0% 79.5% 

Using Texture Features 
of Outer Layer As 
Parameters 

100.0% 0.0% 78.1% 

Using Mean, StaDev, 
Energy and Entropy As 
Parameters 

94.8% 29.6% 80.5% 

Using Principal 
Component Analysis 100.0% 0.0% 78.1% 

Using 158 Texture 
Features As Parameters 94.5% 34.3% 81.3%% 

The Largest 100 
Texture Features As 
Parameters 

93.8% 28.7% 79.5% 

 
In order to promote sensitivity and specificity, we had made 

some attempts to select proper texture features. Compared with 
other methods, using 252 texture features as parameters to 
establish prediction model is more satisfying. 

IV. DISCUSSION 
Based on published reports, characteristics of pulmonary 

nodules can been detected by texture features[9]. However, 2D 
images are irregular when decomposed, so Curvelet transform 
is more suitable than the wavelet transform to extract texture 
features. The methods to establish prediction model are 
variable, such as multiple linear regression, logistic regression, 
discriminant analysis, artificial neural networks, but the result 
of support vector machine is better[28,29].In this research, we 
establish support vector machine prediction model for small 
pulmonary nodules using Curvelet transform to extract texture 
features of CT image, which has not been reported to our 
knowledge. 

In recent years, the incidence of lung cancer has been the top 
of cancers in the most countries. Because of the difficulty to 
diagnosis, more attention has been paid to lung cancer. Now the 
most accurate diagnosis method of lung cancer is histology 

diagnosis, but this method is traumatic, which restricts it to be 
used in clinical practice. In the decades, digital CT has been the 
main diagnosis tool of lung cancer for its convenience and 
safety, and widely used in clinical practice. However, it is 
difficult to distinguish between benign and malignant cases in 
the CT images of pulmonary nodules, especially for the doctors 
lack of experience. In this paper, using the computer-aided 
diagnosis, we extracted texture features of pulmonary nodules 
of CT images by curvelet transform. Through establishing the 
prediction model of SVM, we can predict the characteristics of 
pulmonary nodules. The result shows: sensitivity can reach 
93.8%, the consistency rate is 81.5%, which are better than the 
same kind of research project[8].The prediction model is so 
sensitive that it can diagnose early-stage lung cancer effectively, 
reduces the difficulty of distinguishing characteristics of 
pulmonary nodules and improves accuracy rate of diagnosing 
early-stage lung cancer. 

However, many shortcomings are available in this research, 
some of which may be the reasons why the specificity of the 
prediction model is low (38.0%). First the shortage of the 
quantity of benign cases makes the training sample lack of 
benign data. When we establish the prediction model of SVM, 
deficiency of data may be one reason that prediction model can 
not distinguish benign cases from malignant cases. Second 
using SVM as the classifier to distinguish characteristics of 
pulmonary nodules may be not suitable. Third we selected all 
the texture features to establish the prediction model. The 
methods which we selected texture features may not exclude 
texture features of pulmonary nodules which can not accurately 
reflect the differences between benign and malignant cases. 
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