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 
Abstract—In this paper, we present the comparative subjective 

analysis of Improved Minima Controlled Recursive Averaging 
(IMCRA) Algorithm, the Kalman filter and the cascading of IMCRA 
and Kalman filter algorithms. Performance of speech enhancement 
algorithms can be predicted in two different ways. One is the 
objective method of evaluation in which the speech quality 
parameters are predicted computationally. The second is a subjective 
listening test in which the processed speech signal is subjected to the 
listeners who judge the quality of speech on certain parameters. The 
comparative objective evaluation of these algorithms was analyzed in 
terms of Global SNR, Segmental SNR and Perceptual Evaluation of 
Speech Quality (PESQ) by the authors and it was reported that with 
cascaded algorithms there is a substantial increase in objective 
parameters. Since subjective evaluation is the real test to judge the 
quality of speech enhancement algorithms, the authenticity of 
superiority of cascaded algorithms over individual IMCRA and 
Kalman algorithms is tested through subjective analysis in this paper. 
The results of subjective listening tests have confirmed that the 
cascaded algorithms perform better under all types of noise 
conditions. 
 

Keywords—Speech enhancement, spectral domain, time domain, 
PESQ, subjective analysis, objective analysis.  

I. INTRODUCTION 

OBILE communication has become the need of the 
modern living. Although the mobile phone is also used 

for multimedia and data communication but primarily it is 
used for speech communication only. Because of the ease that 
a mobile phone provides to the user, it is being used in all the 
places irrespective of the surrounding noise level. The 
surrounding noise mostly affects the speech communication. 
Although the researchers in the past have developed several 
speech enhancement algorithms to de-noise the corrupted 
speech, but none of these algorithms perform uniformly well 
in the different noise environments and under different SNR 
conditions [1]. Most of these algorithms are based on 
processing the signal either in spectral domain or in the time 
domain that have their own advantages and disadvantages. 
There is a need to develop an algorithm that could perform 
uniformly well in all types of noise environments and under 
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different SNR conditions.  
A speech enhancement algorithm based on cascading of 

IMCRA [2] in the spectral domain and Kalman filter [3] in 
time domain was proposed by [4]. The comparative 
performance of these algorithms was adjudged in terms of 
three widely used objective parameters; Global SNR, 
Segmental SNR and PESQ. The results of objective evaluation 
have proven that cascaded algorithms perform better than the 
IMCRA and Kalman filter algorithms alone. The objective 
measures alone do not certify the quality of speech and thus 
the performance of speech enhancement algorithms cannot be 
certified by objective measures alone [5]. To ascertain the 
authenticity of the results obtained in objective measures, the 
enhanced speech is put to subjective listening tests. In fact 
subjective listening evaluation proves to be more authenticated 
to decide the quality of speech than the objective evaluation 
[6]. To ascertain the performance of cascaded algorithms the 
comparative analysis of subjective evaluation of IMCRA, 
Kalman filtering and cascaded algorithms is presented in this 
paper.  

II.  SUBJECTIVE EVALUATION 

A. Subjective Evaluation Procedure 

Subjective evaluation of speech quality is a method in 
which speech is made to listen by the subjects who then rate 
the quality of the speech. Three subjective measures are 
generally used to measure the quality of speech. These 
measures are Signal Distortion (SIG), Background Noise 
(BAK) and Overall Quality (OVRL) which are described as 
[7]: 
o SIG – The listener observes only the signal and rates it on 

the five point scale as given in Table I. 
o BAK – The listener observes only the BAK and rates it on 

the five point scale as given in Table I. 
o OVRL – The listener observes the speech signal as a 

whole and rates it on the five point scale as given in Table 
I.  

The pure speech corpus is taken from the TIMIT database 
[8]. The noise corpus used is recorded in real time using a 
Nokia mobile phone under typical noise environments [4]. The 
pure speech signal is mixed at different SNR values with 
standard real time noises and is processed through speech 
enhancement algorithms under test. The processed speech is 
then put into listening tests to the subjects.  

Each trial of the listening test consists of three subsamples 
of the processed signal. Each subsample is at least of 4 
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seconds duration followed by a silent voting period of at least 
1 second duration. After listening each subsample the listener 
has to rate only one of the parameters, SIG, BAK and OVRL, 
of the speech signal on a five point rating scale as mentioned 
in Table I. The order of rating for the first half of the trials is 
kept as ‘BAK, SIG, OVRL’, and for the second half of the 
trials, it is kept as ‘SIG, BAK and OVRL’. The change in 
order balances the effects of rating scale order within the 
experiments. 

 
TABLE I 

DESCRIPTION OF SCALES FOR SIG, BAK AND OVRL 

Scale SIG BAK OVRL 

5 No distortion Not noticeable Excellent 

4 Slight distortion Slightly noticeable Good 

3 Somewhat distortion Noticeable but not intrusive Fair 

2 Fairly high distortion Somewhat intrusive Poor 

1 Very high distortion Very intrusive Bad 

B. Test Setup for Subjective Evaluations 

As per P.835 standards [7], a total of 32 listeners are 
deputed to perform the test. To limit the length of the test only 
two sentences, one from male speaker and the other from 
female speaker, obtained from the TIMIT database as given in 
Table II, are tested in this paper. The pure speech signal is 
mixed at SNR levels of -5dB and 5dB with five different types 
of noises as described in Table III. Degraded speech is 
processed through MATLAB using IMCRA, Kalman, 
cascaded IMCRA-Kalman and cascaded Kalman-IMCRA 
algorithms. Samples of the processed speech signals are 
prepared as discussed in Section II A and are stored in PCs 
connected with headphone as per P.835 standards. Listeners 
are seated visibly separated from each other. The tests are 
conducted at Multimedia Laboratory of ‘Centre for 
Development of Advanced Computing’ C-DAC, Mohali, 
Punjab, India. The following guidelines are followed while 
selecting the listeners for the test: 
1. Listeners have normal hearing ears. 
2. Listeners are about 18 to 50 years of age. 
3. Listeners can speak and understand the English language. 
4. No listener has participated in the similar test in the last 

three months. 
5. There are an equal number of male and female listeners. 

  
TABLE II 

LIST OF PURE SPEECH SENTENCES USED 

S. No. Speaker Sentence 

sp01 Male The birch canoe slid on the smooth planks 

sp02 Female The friendly gang left the drug store 

 
TABLE III 

TYPES OF NOISE SIGNALS USED 

Scale Type of Noise 

ns01 Multitalker babble noise 

ns02 Railway platform train arrival 

ns03 Car inside with windows closed 

ns04 Exhaust fan noise 

ns05 Street noise in running auto rickshaw 

 

Before the start of the actual test, listeners are issued with 
the instructions they have to follow during the test. They are 
also given practice sessions for familiarization. The complete 
test is divided into blocks and in between tests, listeners are 
given a short break. 

III. EVALUATED ALGORITHMS  

A.  IMCRA Algorithm  

IMCRA [2] is a spectral domain algorithm in which noise is 
estimated by averaging past spectral power values using a 
smoothing parameter which is controlled by the minimum 
values of the smoothing parameter that is further adjusted by 
the speech presence probability in sub bands. Since efficiency 
of any speech enhancement algorithm depends upon accurate 
estimation of noise signal and speech presence interval 
detection in the degraded speech, the detection of the speech 
presence in IMCRA algorithm is carried out in two iterations. 
In the first iteration speech presence periods are estimated 
roughly and in the second iteration stronger speech 
components are eliminated, thus ensuring minimum tracking 
during speech presence [9], [10]. Speech presence probability 
is controlled more in the speech, absence period and very less 
during speech presence periods.  

B. Kalman Filtering 

 

Fig. 1 Complete operation of Kalman filter 
 
The Kalman filter is one of the finest time domain filters 

that provide optimum recursive solutions using least square 
method [3]. Kalman filter works on the principle of prediction 
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and correction with feedback control. The complete algorithm 
is described with the help of the block diagram in Fig. 1. 

C.  Cascading Algorithms of IMCRA and Kalman Filtering 

Time domain and frequency domain speech enhancement 
algorithms alone do not provide complete enhancement of the 
noisy speech which can improve the speech quality as well as 
speech intelligibility under all types of noisy environments 
and SNR conditions [1]. To avail the benefits of spectral and 
time domain both, a cascaded algorithm using IMCRA in the 
spectral domain and Kalman filter in time domain was 
proposed in [4]. In the cascaded algorithm the degraded 
speech is processed first through an IMCRA/Kalman 
algorithm followed by Kalman/IMCRA algorithm. Fig. 2 
shows the block diagram representation of the cascaded 
algorithms. The performance of the cascaded algorithms, 
individual IMCRA and Kalman algorithms was tested by [4] 
through objective parameters, Global SNR, Segmental SNR 
and PESQ and it was reported that with cascaded algorithms 
there is a substantial improvement in these parameters. 
 

 

Fig. 2 Block diagram representation of spectral and time domain 
cascading algorithms, (a) IMCRA-KALMA, (b) KALMAN-IMCRA 

IV. RESULT ANALYSIS 

Figs. 3-5 portray Mean Opinion Score (MOS) of three 
subjective parameters SIG, BAK and OVRL recorded by all 
the listeners under SNR conditions of 0dB, 5dB and 10dB 
respectively. Within each figure, (a), (b), (c), (d) and (e) 
portray MOS under noises ns01, ns02, ns03, ns04 and ns05, as 
described in Table III, respectively. Each value for respective 
parameter in the graph is the mathematical average of all the 
32 listeners and for speech signals sp01 and sp02 as described 
in Table II. From the figures, it can easily be analyzed that in 
most of the cases, MOS for cascaded algorithms is higher than 
the MOS of the individual Kalman or IMCRA algorithms. 

V. CONCLUSION 

From the comparative subjective analysis of individual 
Kalman and IMCRA algorithms and the cascaded algorithms, 
it is concluded that the cascaded algorithms of Kalman and 
IMCRA substantially improve the enhanced speech. The 
subjective results presented here authenticate the findings of 
the authors described in [4]. 

 

 

Fig. 3 MOS of subjective listening tests under 0dB SNR condition, 
average of 32 listeners and two speech signals sp01 and sp02, 

corrupted with noise, (a) ns01, (b) ns02, (c) ns03, (d) ns04, (e) ns05 
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Fig. 4 MOS of subjective listening tests under 5dB SNR condition, 
average of 32 listeners and two speech signals sp01 and sp02, 

corrupted with noise, (a) ns01, (b) ns02, (c) ns03, (d) ns04, (e) ns05 

 

Fig. 5 MOS of subjective listening tests under 10dB SNR condition, 
average of 32 listeners and two speech signals sp01 and sp02, 

corrupted with noise, (a) ns01, (b) ns02, (c) ns03, (d) ns04, (e) ns05 
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