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Abstract—In this work, we are interested in developing a speech 
denoising tool by using a discrete wavelet packet transform (DWPT). 
This speech denoising tool will be employed for applications of 
recognition, coding and synthesis. For noise reduction, instead of 
applying the classical thresholding technique, some wavelet packet 
nodes are set to zero and the others are thresholded. To estimate the non 
stationary noise level, we employ the spectral entropy. A comparison of 
our proposed technique to classical denoising methods based on 
thresholding and spectral subtraction is made in order to evaluate our 
approach. The experimental implementation uses speech signals 
corrupted by two sorts of noise, white and Volvo noises. The obtained 
results from listening tests show that our proposed technique is better 
than spectral subtraction. The obtained results from SNR computation 
show the superiority of our technique when compared to the classical 
thresholding method using the modified hard thresholding function 
based on law  algorithm. 

Keywords—Enhancement, spectral subtraction, SNR, discrete 
wavelet packet transform, spectral entropy Histogram 

I. INTRODUCTION

N many applications of speech signal processing, we have to 
process speech in an undesirable background noise presence. 

Many speech enhancement techniques have been suggested such 
as spectral subtraction [1] and wavelet thresholding [2]. These 
techniques necessitate the estimation of statistical noise 
information. Donoho and Johnstone introduced an estimation 
technique based on wavelet for statistical information of additive 
white Gaussian noise. But in many real cases, the noise that 
corrupts the speech signal is a background noise. White noise is 
useful as a conceptual entity; however it rarely occurs in real 
environment. The majority of noises captured by a microphone 
are colored and their spectres aren’t whites. As an example of 
colored noise, we can mention pink noise which has a low pass 
nature. We can approximate the noises generated by an air 
conditioner, a car engine as pink noises. To handle a colored 
noise, a level dependent thresholding has been proposed by 
Johnstone and Silverman[3]. However, a great interest to real 
environmental noises is in non stationary noises. The statistical 
properties of   this type of noises change over time. The car and 
air conditioner noises aren’t perfectly stationary [4]. To handle 
background noise, Sungwook & al [5] have proposed a node 
dependent thresholding technique as a level dependent 
thresholding extension.  
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The noise level estimation is based on spectral entropy. In 
addition, the classical estimation technique based on MAD 
supposes that the noise distribution is Gaussian. However, in 
practice this supposition is not forever valid. That’s way 
Sungwook has proposed a noise estimation technique based on 
spectral entropy employing intensity histogram of wavelet 
packet coefficients for each node on adapted wavelet packet 
tree. In this work, we try to employ their technique for 
thresholding a part of wavelet packet nodes and the others are 
set to zero. In this paper, we compare our proposed technique to 
the wavelet packet thresholding method using a modified hard 
thresholding function based on law  algorithm, and 
spectral subtraction based denoising method. The comparison is 
based on two criteria, one is objective by computing SNR and 
the other is subjective by making listening tests. The speech 
signals are corrupted by two types of noises: a white noise and a 
car noise.   

II.WAVELET TECHNIQUES

The wavelet based denoising technique employs the 
decomposition concept in adaptive base of wavelets. This 
technique is efficient in denoising of signals corrupted by an 
additive noise [6].   

A. Thresholding based denoising technique 

A noise reduction technique was developed by Donoho[7]. 
This technique uses the wavelet coefficients contraction and its 
principle consists in three steps: 

Applying discrete wavelet transform to noisy signal: 
bWsWxW                                 (1) 

where x , s , b and W are respectively the noisy speech 
signal, the clean speech signal , the noise signal and the 
matrix associated to the discrete wavelet transform. 

Thresholding the obtained wavelet coefficients. 
Reconstructing the desired signal by applying the 
inverse transform to the thresholded coefficients. 

In general, two sorts of thresholding are employed, Hard and 
Soft thresholding which are expressed by [8, 9]: 

xif

xifx
THRHard 0

(2) 
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xif

xifxxsign
THRSoft 0

))((
(3) 

Equations (1) and (2) designate successively the expressions 

of hard and soft thresholding functions, where  is the 
employed threshold.  

(a)

                                             (b) 

Fig. 1. (a) Soft thresholding. (b) Hard thresholding.  

Hard thresholding maintains the scale of the signal but 
introduces ringing and artefacts after reconstruction due to a 
discontinuity in the wavelet coefficients. However, soft 
thresholding eliminates this discontinuity resulting in smoother 
signals but slightly decreases the magnitude of the reconstructed 
signal [10]. Different modifications of soft and hard thresholding 
functions have been done. For example, Sheikhzadeh & al [11] 
have proposed an exponential function to attenuate, in a non 
linear manner, the coefficients which are less than the threshold 
value in order to eliminate abrupt changes. Other thresholding 

functions could be selected such as law  function [5]: 

xsixsign

xsix

xS
x

11),(
(4) 

Equation (3) represents the expression of the modified hard 

thresholding with a parameter and the employed threshold .
In the reference [5], is chosen to be equal to 255. There are 
different types of threshold, the constant or the variable ones. A 
global threshold was proposed in [7, 12]. It was defined as 
follow: 

)log(2ˆ N                                                     (5)

With N as the length of the noisy signal and ˆ as the estimate 
of the noise standard deviation, given by:

6745.0/ˆ MAD                                                   (6)

where the MAD represents the absolute median estimated on 
the first scale.  

The threshold given by (4) is generally used in denoising 
signals corrupted by a Gaussian white noise. In practical 
situations, one is frequently encountered with colored rather than 
white noises. To handle a colored noise, [3] proposes a level 
dependent threshold, defined by: 

jjj Nlog2ˆ                                                           (7) 

Where jN represents the number of samples in scale j and j
ˆ

is noise level at the scale j . Its expression is: 

6745.0/ˆ
jMADj with jMAD represents the absolute 

median estimated on the scale j .

B.       The discrete wavelet packet 

The wavelet packets provide a great margin of signal analysis. 
In fact, if the wavelet analysis decomposes the approximation 
signals [13, 14], the wavelet packets permit to decompose the 
details too.  

An approximation subspace V j
 is divided to a lower 

resolution subspace 1jV  and a subspace of details, 1j
W . This 

is realized by decomposing the orthogonal basis, 

n
n

j
tj )2( of jV to two orthogonal bases: 

Zn
n

j
tj )12(1  of 1jV  and 

Zn
n

j
tj )12(1  of 1j

W . Where 

j
 and j are respectively the dilated or contracted versions 

of scale function and mother wavelet . The decompositions 

of 1j  and 1j in the first base are determined by the pair of 

conjugate mirror filters )(nh and )(ng . In the case of wavelet 
packets, this decomposition is applied to the detail 
subspace

jW . In this new representation, each node corresponds 

to a subspace  p

jW   where j the depth is, and p is the number 
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of the nodes to the left of this particular node at the same depth 
and we have: 

12
1

2
1

p

j

p

j

p

j WWW (7) Where is the direct sum of the two 
detail subspaces. The relations of splitting [15] define the 
wavelet packet orthogonal bases of the subspaces p

jW 2
1

and 12
1
p

jW . These relations are defined as follow: 

n

jp

j

p

j ntnht )2()()(2
1

(8) 

n

jp

j

p

j ntngt )2()()(12
1

                     (9)                                    

                                      V0

                          V1                                        W1
                           
                 V2                   W2         W 10 W11
               
           V3 W3 W20 W21       W100 W101 W110 W111

Fig. 2.  A subspace binary tree of wavelet packet. 

The authors in [5] propose to employ a threshold dependent of 
node for denoising speech signals corrupted by colored noise. 
This threshold is: 

kjkjkj N ,,, log2ˆ (10) 

Where kj ,ˆ is the noise level, defined as follow: 

6745.0/ˆ ,, kjkj MAD                                (11) 

and kjMAD , represents the absolute median estimated at the 

scale j and subband k   in the best wavelet packet 

tree. kjN , represents the length of the node ),( kj . The use of 

kjMAD , is based on the fact that noise distribution is supposed 
to be Gaussian. In fact, this assumption is not always true in real 
situations. To solve this problem, [5] proposed to use spectral 
entropy using Histogram of intensity to estimate kj ,ˆ .

III.THE USED TECHNIQUE

In this work, we use the discrete wavelet packet transform 
(DWPT) for speech signal enhancement. Instead of thresholding 
the wavelet packet nodes, a part of them are set to zero and the 
others are thresholded by employing a soft thresholding 
function. Setting coefficients to zero is based on the fact that the 
speech signal may be classified as voiced, unvoiced sounds [16] 
and silent segments. The voiced sounds are quasi-periodic in the 
time domain and harmonically structured. In frequency domain, 
these sounds are generally localized in bands that are less than 1 
kHz. However, the energy of the unvoiced sounds is usually 

concentrated in high frequencies ( kHz3 ). If we want to have 
a distinction between voiced and unvoiced sounds, we must 
benefit from pieces of information contained in these frequency 

bands where the voiced or unvoiced sound is dominant. It is well 
known that the power of the speech signal is contained around 
the frequency of the first formant. For many vowels of male and 
female voices, the statistic results indicate approximately that 
the frequency of the first formant doesn’t exceed 1 kHz and is 
superior to 100Hz. In addition, the fundamental frequency of a 
normal voice is localized between 80 and 500Hz.  

In this paper, the used speech signals are sampled at 16 kHz 
and the employed wavelet packet tree is shown by the Fig.3. 

                                                 0,0

                                0,1                                   1,1

                0,2             1,2            2,2             3,2

         0,3 1,3 2,3 3,3 4,3 5,3 6,3 7,3

        0,4 1,4

     0,5 1,5
         

0,6 1,6
         
0,7 1,7

2,8 3,8
             

4,9 5,9
Fig. 3. The used wavelet packet tree. 

    The nodes 0,7  and 4,9  are set to zero because they 
occupy the subbands that are less than 80 kHz so they are 
considered to be the nodes associated to the noise. Since the 
node 0,7  is considered to be the node associated to the noise, 

so it is used for estimating the noise level in node 1,6 . After 
thresholding the latter using a node dependent thresholding 
given by (eq.10) and the soft thresholding, we split it into the 
nodes 2,8 and 3,8 . Then we split the node 1,7 into 4,9
and 5,9 . The same thing is done for the nodes 4,9
and 5,9 : the node 4,9 is also used for estimating the noise 

level in the node 5,9 before setting the former to zero.   The 
remained terminal nodes are also thresholded using the soft 
thresholding.  

In practical situations, the noise doesn’t have a Gaussian 
distribution, that’s why the noise estimation in the remained 
nodes is based on spectral Entropy using histogram of intensity 
summarized as follow [5]: 
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Step 1. Estimate spectral pdf through histogram of wavelet 
packet coefficients for each node. The Histogram is composed 
of B bins. 

Step 2. Compute the normalized spectral entropy: 
B

b
PBPnENT

1
)(log)( (12) 

where 0...,,2,1 Nn , with 0N as the number of the best 

nodes. The probability P was defined as: 

treepacketwaveletadaptedinsizeNode

bbinintscoefficienpacketwaveletofN

P
.

0

Step 3.    Estimate the spectral magnitude intensity by histogram 
and the standard deviation of noise for node dependent wavelet 
thresholding.  

A. Experimental evaluations 

In this paper, an Arabic speech database was disposed. It 
contains twenty sentences sampled at 16 kHz, ten pronounced 
by a male voice and the others by a female’s. These sentences 
are corrupted by a white noise and a Volvo car noise separately. 
The SNR, before enhancement, named RSBi, varies from -5 to 
15dB.   

TABLE I FEMALE VOICE CORRUPTED BY VOLVO NOISE.

TABLE II  MALE VOICE CORRUPTED BY  VOLVO NOISE 

 a.        SNR after enhancement 

   Tables 1to 4 report the obtained values of the SNR after 
enhancement. The obtained results are given in these tables. 

TABLE III  MALE VOICE CORRUPTED BY  WHITE NOISE. 

TABLE IV FEMALE VOICE CORRUPTED BY WHITE NOISE.  

   The four tables show that the three denoising techniques 
improve the signal to noise ratio. The results show also that the 
spectral subtraction based method is better than the two 
thresholding based denoising methods. We also remark that 
results obtained by applying the DWPT based denoising 
technique using the spectral entropy are better than those 
obtained from the DWPT based denoising method 
using law  thresholding function. 

b.     Listening tests 

    By making the listening tests, we compute the percentage of 
the recognized words by using the following formula: 

100
wordsemployedtheofnumbertotal

wordsrecognizedtheofnumber

    Fig, 2-a, 2-b and 2-c illustrate the recognized words 
percentage vs SNR for the three techniques. 

RSBi

DWPT based 

denoising

technique by using 

a
law

thresholding

function

DWPT based 

denoising

technique by 

using

spectral entropy    

Spectral

subtraction based 

denoising

technique 

-5 0.50 1.76 7.99 

0 5.27 6.00 10.87 

5 9.52 10.69 12.84 

10 12.75 13.55 14.81 

15 14.43 17.97 15.97 

RSBi

DWPT based 

denoising

technique by using 

a
law

thresholding

function

DWPT based 

denoising

technique by 

using

spectral entropy    

Spectral

subtraction

based denoising 

technique 

-5 0.36 1.92 4.45 

0 4.83 5.67 6.82 

5 8.44 9.41 10.35 

10 10.67 12.04 14.37 

15 11.69 13.36 16.72 

RSBi

DWPT based 

denoising

technique by using

a law
thresholding

function

DWPT based 

denoising

technique by 

using

spectral entropy

Spectral

subtraction based 

denoising

technique 

-5 -2.46 -0.27 6.96 

0 2.37 3.08 10.04 

5 6.60 8.11 13.15 

10 9.64 11.47 15.51 

15 11.29 13.36 17.14 

RSBi

DWPT based 

denoising technique 

by using a

law
thresholding

function

DWPT based 

denoising technique 

by

using

spectral entropy   

Spectral

subtraction

based denoising 

technique 

-5 -2.37 -1.17 8.76 

0 2.59 3.20 11.96 

5 7.21 8.95 14.15 

10 11.19 13.18 15.34 

15 13.56 18.24 16.42 
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Recognition percentage vs SNR
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(a) Case of female voice corrupted by car noise. 
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(b) Case of male voice corrupted by car noise. 
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(c) Case of male voice corrupted by White noise. 

Fig, 2. (a), (b), (c) Words recognition percentage vs SNR. 

    The obtained curves from listening tests show that the 
percentage of recognized words decreases significantly when the 
SNR varies   from 15dB to –5dB. These curves show also that 
the obtained values of the percentage from the denoising 
technique based on DWPT using spectral entropy are better than 
those obtained from spectral subtraction. Thus, when speaking 
of intelligibility, the DWPT based denoising technique using 
spectral entropy is better than the spectral subtraction based one. 
The curves also show that when SNR is lower, the denoising 
technique using spectral entropy is better than that using 

law thresholding function, and we have the opposite when 
SNR is higher. 

c. Speech signal representation: 

The figures 3, 4 and 5 are examples of speech denoising by 
using the DWPT based denoising technique using spectral 
entropy, and figures 6and 7are examples of speech enhancement 
by employing the DWPT based denoising method using  

law  thresholding function. The figure 8 is an example of 
speech denoising method based on spectral subtraction. 
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Fig, 3. Female voice  corrupted by Volvo noise (SNR=5dB). 
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Fig. 4. Male voice corrupted by Volvo noise (SNR=10dB). 
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Fig, 5. Male voice corrupted by White noise (SNR=10dB). 

Fig.  6. Male voice corrupted by Volvo noise (SNR=10dB). 

Fig, 7. Female voice corrupted by White noise (SNR=10dB). 
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Fig, 8. male voice corrupted by Volvo noise (SNR=0dB). 

These figures illustrate the time representations of the clean, 
the noisy and the enhanced speech signals. Figures 3 to  7  show 
the superiority of the denoising technique based on DWPT using 
spectral entropy when compared with the denoising technique 
based on DWPT using the modified hard thresholding function 
based on law  algorithm. Our proposed technique is very 
efficient in speech denoising. In fact a more important amount of 
noise was suppressed from non speech and speech segments 
while preserving the majority of the speech signal. We remark 
that there is a little difference between the enhanced speech 
signal and the clean one. Thus there isn’t any sever distortion of 
the denoised signal, when using our proposed technique. The 
figure number 8 shows that  spectral subtraction reduces a great 
part of noise but introduces distortions on the enhanced speech 
signal.  

The figures 9, 10, and 11 represent respectively the 
spectrograms of clean speech, noisy speech and enhanced 
speech obtained by applying our proposed denoising technique. 
The noise which corrupting the speech signal, is The F16 
cockipt with the SNR is equals to 5dB. 

Time (sec)

F
re

q
 (

k
H

z
)

0 0.5 1 1.5 2
0

1

2

3

4

5

6

7

8

Fig. 9. Spectrogram of the clean speech. 
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Fig. 10. Spectrogram of the noisy speech. 
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Fig. 11. Spectrogram of the enhanced speech. 

    This figures show a certain similarity between the clean 
speech spectrogram and the enhanced speech spectrogram and 
there is a big difference between the latter and the spectrogram 
of the noisy speech signal.    

IV.CONCLUSION

In this study, a denoising method is developed under Matlab 
and compared with conventional thresholding technique 
using law  thresholding function and spectral subtraction 

based denoising method. It employs the discrete wavelet packet 
transform and the spectral entropy to estimate the noise level. 
The results obtained from the computation of the signal to noise 
ratio and listening tests show that the two techniques based on 
DWPT and spectral subtraction based denoising one ameliorate 
the SNR. When speaking about intelligibility of the enhanced 
speech signal, the two DWPT based denoising techniques are 
better than the spectral subtraction based denoising technique. 
The results obtained from listening tests show also that when 
SNR is lower the denoising technique using spectral entropy is 
better than that using law  thresholding function, and we 
have the opposite when SNR is higher. 
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