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Abstract—To investigate some relations between higher mathe-
matics scores in Chinese graduate student entrance examination and
calculus (resp. linear algebra, probability statistics) scores in subject’s
completion examination of Chinese university, we select 20 students
as a sample, take higher mathematics score as a decision attribute and
take calculus score, linear algebra score, probability statistics score as
condition attributes. In this paper, we are based on rough-set theory
(Rough-set theory is a logic-mathematical method proposed by Z.
Pawlak. In recent years, this theory has been widely implemented in
the many fields of natural science and societal science.) to investigate
importance of condition attributes with respective to decision attribute
and strength of condition attributes supporting decision attribute.
Results of this investigation will be helpful for university students to
raise higher mathematics scores in Chinese graduate student entrance
examination.

Keywords—Rough set, higher mathematics scores, decision at-
tribute, condition attribute.

I. INTRODUCTION

In Chinese university higher education, higher mathematics
is an important subject for students of science-engineering
department, which includes mainly calculus, linear algebra and
probability statistics. Many Chinese university students can
not go to graduate school every year, because they can not to
pass Chinese graduate student entrance examination of higher
mathematics. It is natural to consider the following question.

Question 1.1: What are relations between higher mathemat-
ics scores in Chinese graduate student entrance examination
and calculus (resp. linear algebra, probability statistics) scores
in subject’s completion examination of Chinese university?

It is an interesting work to investigate the above question.
For this purpose, the second author of this paper selected
20 students from science-engineering department of Yancheng
Teachers University at random as a sample, and collected their
calculus scores, linear algebra scores, probability statistics
scores in Yancheng Teachers University subject’s completion
examinations. In addition, he held a higher mathematics exam-
ination to these 20 students, which simulated Chinese graduate
student entrance examination, and obtained their examination
scores. In his investigation, he used traditional analytic meth-
ods (e.g. synthesis, appraisal, stratification and estimate of
probability). However, he felt it appropriate unlikely to use
these methods because these examination scores are uncertain.
This leads us to give a further investigation by some new
methods. Rough-set theory, which is a logic-mathematical
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method proposed by Z. Pawlak, has shown to be an effective
tool in analyzing this type of issues [7], [8], [9]. In recent
years, this theory has been widely implemented in the many
fields of natural science and societal science [1], [2], [4], [5],
(6], [101, [11], [13], [14], [15], [16], [17].

In this paper, we extract useful information hidden these
data selected by the above and use rough-set theory to give
a further investigation for Question 1.1. More precisely, we
take higher mathematics score as a decision attribute and take
calculus score, linear algebra score and probability statistics
score as condition attributes. Based on rough-set theory, we
investigate importance of condition attributes with respective
to decision attribute and strength of condition attributes sup-
porting decision attribute. Results of this investigation will
be helpful for Chinese university students to raise higher
mathematics scores in Chinese graduate student entrance ex-
amination.

II. PROPAEDEUTICS

Propaedeutics in this section belongs to Z. Pawlak (see [7],
[8], [9], for example).

Notation 2.1: (1) For a set B, |B| denotes the cardinal of
B.

(2) For a family of sets Fy,Fo, -, Fr, {F;i : i =
1,2k} =4{ {F, : i =1,2,---,k} : F; € Fi,i =
1,2, k}.

(3) Let R be an equivalence relation on a set U. U/R
denotes the family consisting of all equivalence classes with
respect to R and [u] denotes the equivalence class with respect
to R containing v € U.

(4) Let R be a family of equivalence relations on U. Then

{U/R : R € R} is a partition of U and is denoted by U/R.
The equivalence relation induced by U/R is also denoted by
R.

Definition 2.2: S = (U, A,V, f) is called an information
system.

(1) U, a nonempty finite set, is called the universe of
discourse.

(2) A=C D is a finite set of attributes, where C' and D
are disjoint nonempty sets of condition attributes and decision
attributes respectively.

(3) f: U x A— V is an information function.

@ V= {V,:ae A}, where V,, = {f(u,a) :u e U}.

Remark 2.3: An information system S = (U, A,V, f) can
be expressed a date table, which is called decision table, whose
columns are labeled by elements of A, rows are labeled by
elements of U, and f(u, ) lies in the cross of the row labeled
by u and the column labeled by «.
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Notation 2.4: Let S = (U,C D,V, f) be an information
system.

(1) Fora € C D, we define an equivalence relation ~ on
U as follows:

u; ~uj <= f(ui,a) = f(u;,a).

U/a denotes the family consisting of all equivalence classes
with respect to ~.

2)For Bc C D, {U/b:be B} is a partition of U,
which is denoted U/B. The equivalence relation induced by
U/B is also denoted by B.

Definition 2.5: Let R be an equivalence relation on an uni-
verse U of discourse, and X C U. Put R(X) = {[u]|[u] €
U/R, [u] C X}. R(X) is called lower approximation of X.

III. DECISION TABLE

In this section, we establish an information system for our
investigation, which is expressed by the following decision
table. This information system includes all information we
need in this investigation, where higher mathematics scores
were obtained from higher mathematics examination simulated
Chinese graduate student entrance examination and calculus
scores, linear algebra scores and probability statistics scores
were obtained from Yancheng Teachers University subject’s
completion examination.

Decision Table

U C1 Co C3 d
Ui C11 C12 C13 dy
Ug C11 C22 €13 dy
us C11 C12 C23 dy
Uy c11 C22 c13 dy
Us C11 C12 C23 dl
Ue C21 C12 C13 dy
Uz C31 C12 €13 do
usg C31 C12 C13 ds3
ug | €31 c32 33 d3
u1i0 C31 C32 C13 ds3
uir | €31 c12 33 dy
ui2 | €31 C12 €33 ds
Uu13 C11 C32 C13 dy
uyg | c11 C12 €33 dy
Uis C11 C22 C13 dy
U1g | Ca1 C12 €13 dy
Uiz C21 C12 C13 dy
u1g | Ca1 C22 €13 dy
Uig C21 C12 C23 dy
Ugp | Ca1 C22 C23 dy

The above decision table gives an information system
S = (U,C D,V,f), where U = {uy,us, - ,us}, C =
{c1,¢2,¢3}, D = {d}, f and V are given as Definition 2.2
and Remark 2.3. For some explanations of the above decision
table, it is necessary to give the following remarks

Remark 3.1: U is the sample of 20 students.

Remark 3.2: c1,c3,c3 are three condition attributes in the
information system, i.e., ¢, ca2, c3 denote linear algebra score,
calculus score and probability statistics score respectively. d is

the decision attribute in the information system, i.e., d denotes
higher mathematics score.

Remark 3.3: Calculus for 20 students come from Yancheng
Teachers University subject’s completion examination.

(1) c1;7 indicates score lower than 60.

(2) co1 indicates score between 60 and 80.

(3) c31 indicates score between 81 and 100.

Remark 3.4: Linear algebra scores scores for 20 students
come from Yancheng Teachers University subject’s completion
examination.

(1) ¢q2 indicates score lower than 60.

(2) co2 indicates score between 60 and 80.

(3) ¢392 indicates score between 81 and 100.

Remark 3.5: probability statistics scores for 20 students
come from Yancheng Teachers University subject’s completion
examination.

(1) c13 indicates score lower than 60.

(2) co3 indicates score between 60 and 80.

(3) c33 indicates score between 81 and 100.

Remark 3.6: Higher mathematics scores for 20 students
come from higher mathematics examination simulated Chinese
graduate student entrance examination.

(1) d; indicates score lower than 90.

(2) do indicates score between 90 and 120.

(3) d3 indicates score between 120 and 150.

Proposition 3.7: The following are some related partitions
of U.

(D U/er = {{u1,uz, u3, us, us, uis, w14, u1s }, {us, 16, v17,
U18, U19, U0 }, { U, Ug, Uy, U0, U11, U12 } }.

) U/ca = {{ur,us3,us, ug, ur, ug, 11, U12, U14, U16, U17,
u19}7 {u2,U4,U15,U18,U20}7 {U97U107U13}}-

3) U/C3 = {{UlyU27u4771/67“77“87”10’71137@015,U167U/17a
u18}7 {u37u5,U197u20}7 {u97u117U127u14}}~

@ U/d = {{u1, u2, uz, us, us, u13, u1a, us, u1e, U1s, U19,
w0}, {Us, w7, ur1, w17}, {us, ug, w10, u12}}.

) U/C = {{ur},{us, us}, {uaa}, {urs}, {ur, us}, {uo},
{u117U12}7 {U2,u47u15}, {Ulo}, {MS}, {u19}7 {U67U167U17}7
{uz0}}.

(6) U/{ca,c3} = {{u1,ue, ur, us, uig, ur7}, {us, us, w1},
{uo}, {u11, w12, w14}, {u2, us, u1s, u1s}, {uso}, {10, w13} }-

N U/{cr,esy = {{u1,uo, uq, w13, u1s}, {u1a}, {us, us},
{u67U167u177u18}7 {U19,u20}7 {u77U8,U10}7 {U97U11,u12}}~

®) U/{c1,co} = {{u1,us, us,u1a}, {uis}, {uz, ug, u1s},
{UG»U167U17-U19}7 {U187U20}7 {U77U87U11>U12}7 {ug,um}}-

IV. IMPORTANCE

Definition 4.1: Let R be a family of equivalence relations
on U and R’ C R. Let @ be an equivalence relation on U.

(1) Put posw(Q) = {R(X): X € U/Q}.

posr(Q) is called positive region of () with respect to R.
_ |posz(Q)]
(2) Put 7(Q) = o

Y1 (Q) is called dependable degree of @ with respect to R.

(3) Put orq(R) = 1=(Q) — Yr-7/(Q).

org(R') is called importance of R’ with respect to Q.

Remark 4.2: For information system S = (U,C D, V, f),
let c € C. Put

oop({c}) = vc(D) — vy (D).
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Then o¢p({c}) is the importance of condition attribute ¢ with
respect to decision attribute d.

Lemma 4.3: The following hold.

(1) posc(D) = {u1,uz,us,uq, us, Uy, U10, U13, U14, U1s,
U18, U19,U20}-

(2) POS{cy,cst (D) = {uz, us, ug, us, vy, Urs, Ug, U9, U20 }-

(3) pOS{C1,C3}(D) = {Ul,u2,U37U4,U5,U137U14,U157U19,
UQU}.
4 POS{CI,CQ}(D) = {Uhuz,U37u47U5,U9,U107U137U14,

U157U187U20}-
Proof: By Proposition 3.7(4),(5),(6),(7),(8) and Definition
4.1(1), we obtain the following.

(M posc(D) = {[u]: [u] € U/C and [u] C W for some
W S U/d} = {Ul} {Ug,U5} {UQ,U4,U15} {U14} {Ug}

{u13} {ulo} {Uls} {U19} {uzo} = {U17U2,U37U4,
U57u97Ulo,U13,U14,U15,U18,u197U20}-

(2) POS{cy,cs1 (D) = {[u] : [u] € U/{ca,c3} and [u] CW
for some W € U/d} = {ug,us,u19} {ua,uq,us,uis}

{ug} {u20} = {u27u3vu47U57U97u157U187u197u20}~

() posie,,e1 (D) = A{[u] : [u] € U/{cr,c3} and [u] C W
for some W € U/d} = {u1,uz,us,u13,u15} {us,us}
{U14} {u197U20} = {U1,u27U37u4,U5,u137U14,u157U19,
UQU}.

(4 posie,,cr (D) = {[u] : [u] € U/{c1,ca} and [u] CW
for some W € U/d} = {u1,us,us,uia} {ua,us,uis}
{u13} {U97U10} {U187U20} = {U17U27U37u47U57U97U10,
U13, U14,U15, U18, U0 }- u

Lemma 4.4: The following hold.

(1) v¢(D) = 0.65.

) ’Y{cz,ca}(D) =0.45.

(3) ’\/{01703}(1)) = 0.50.

4) 7{61,62}(D) = 0.60.

Proof: By definition 4.1(2) and Lemma 4.3, we obtain
the following.

|posc(D)| 13

1 D)= ———"=—=0.65.
(1) ve(D) 0] 50

|])OS{02 Ls}(D)| 9
2) Yfeg e (D) = —————= = — = 0.45.
( )’Y{ 2, 3}( ) U] 20

|p05{01 63}(D)| 10
3) Yiey ey (D) = —————"— = — = 0.50.
) Yer.e5) (D) o 5

[Posie, .o} (D) _ 12
(4) ’y{cl,cz}(D) = % = % = 0.60. | |
Now we give importance 0} condition attribute ¢ € C' with

respect to decision attribute d.

Proposition 4.5: The following hold.

(1) oop({e1}) = 0.20.

(2) ocp({c2}) = 0.15.

(3) O'CD({Cg}) = 0.05.

Proof: By Remark 4.2 and Lemma 4.4, we obtain the

following.

(1) ocp({er}) = (D) = vo—ie (D) = (D) —
Vies,es} (D) = 0.65 — 0.45 = 0.20.

2 oep({e2}) = (D) = Yo—(e3(D) = (D) —
Y{er,es} (D) = 0.65 — 0.50 = 0.15.

3) ocp({es}) = ve(D) = yo—(e}(D) = 70(D) -
V{es,es} (D) = 0.65 — 0.60 = 0.05. ]

Remark 4.6: By Remark 4.2 and Proposition 4.5, we have
the following conclusions.

(1) Calculus score with respect to higher mathematics score
is more important than both calculus score and linear algebra
score (the importance is 0.20).

(2) Linear algebra score with respect to higher mathematics
score is less important than calculus score and more important
than probability statistics score (the importance is 0.15).

(3) Probability statistics score with respect to higher math-
ematics score is less important than both calculus score and
linear algebra score (the importance is 0.05).

V. SUPPORT DEGREES

Definition 5.1: For  information
(U, D,V,f),let W CU andceC.

(1) Sc(W) is called a support subset of W with respect
to condition attribute ¢, where S.(W) = {[u] : [u] €
U/e and [u] C W}

(2) spt.(W) is called a support degree of W with respect
|Se(W)

. I

(3) S.(d) is called a support subset of decision attribute
d with respect to condition attribute ¢, where S.(d) =

{8:(W): W eU/d}.

(4) spt.(d) is called a support degree of decision attribute d
with res iti i _ 15:(d)]
pect to condition attribute ¢, where spt.(d) = U]

Remark 5.2: By rough-set theory, spt.(d) denotes the
strength of condition attribute ¢ supporting decision attribute
d.

Proposition 5.3: Let S = (U,C D,V,f) be an in-
formation system, ¢ € C and D = {d}. If U/d =

system S =

to condition attribute ¢, where spt.(W) =

{W1,Wa,---, Wy}, then the following hold.
(1) Se(d) = Sc.(Wy)  S.(Wa) Se(Wg).

(3) Sptc(d) = Sptc(Wl) =+ Sptc(WQ) +eee Sptc(Wk)'
Proof: (1) It holds by Definition 5.1(3) immediately.
(2) Since U/d = {Wy,Ws,---, Wy} is a partition of U,
W, W;=0foraléj=12--,kand i # j. Note that

SC(Wl) c W;, SC(W]) C Wj. So SC(WZ) SC(WJ) = 0.
(3) By the above (1) and (2),
Sptc(d) _ |S|C(§C|Z)| _ |SC(W1) SC(V[ﬁJ)" SC(W/C)|
o SeWV)[ 4 [Se(Wa)| + - -+ + [Se(Wi)|
a |U|
[Se (W)l [Se(W2)] | [Se(Wi)l
U] U] |U|
= spt.(Wh) + spte(Wa) + - - - + spt.(Wi).
|
Notation 5.4: Put Wy = {uq,us, us, uq, us, 14, U1s, Ue,

uig}, Wo = {ug, ur, ui1,u1r}, Wa = {us,ug, u1o, u12, u13,
ulg,UQo}}. Then U/d = {Wl, WQ, W3}

Lemma 5.5: The following hold.

1 S, (W) = {u1, ug, us, uq, us, U13, 14, U1s },
Se, (Wa) =0, S, (W3) = 0.

(@) Se,(W1) = {uz,us,u1s,u18,u20}, Se,(Wa) = 0.
Scz(W3) =

(3) SC:s(Wl) =

0
{ug, us, w19, u20}, Se,(W2) = 0,
Ses(Wa) = 0.
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Proof: They are obtained by some simple computations
and we omit them. ]
Lemma 5.6: The following hold.
(]) Sptq (Wl) = 040’ Sptm (WQ) = Spf,m (WS) =0,
(2) spte,(W1) = 0.25, spt.,(Wa) = spt.,(W3) =0,
(3) spte, (W1) = 0.20, spte,(Wa) = spte, (W3) =0,
Proof: By Remark 4.2 and Lemma 4.4, we obtain the
following.

(1) spte, (Wh) = % = % = 0.40, spte, (Wa) =
|Se,(W2)] 0 |Se, (W) _ 0
Pen 221 = — 0, spt,, (W) = - —0,
U] 50 — O spte (Ws) U] 20
(2) spte, (W) = % _ 2% — 0.25, spto, (W) =
|SC2(W2)| 0 ‘SCQ(WS)‘ 0
Wer 72/l _ = — te, (W) = 2230 — — —
U] 50~ & sPle(Ws) U] 50~
4
(3) spte,(Wh) = % =5 = 0.20, spte,(Wa) =
|Ses(Wa)| _ 0 |Ses(W3)| _ 0
Pest 22— — 0, spt, - Y o m

Now we give the strength of condition attribute ¢ € C
supporting decision attribute d.

Proposition 5.7: The following hold.

(1) sptc, (d) = 0.40.

(2) spte,(d) =0.25.

(3) spte,(d) = 0.20.

Proof: By Proposition 5.3(3), we obtain the following.

(1) spte,(d) = spte,(W1) + spte, (Wa) + spte, (Ws3)
0.40 + 0 + 0 = 0.40.

(2) spte,(d) = spte,(W1) + spte,(Wa) + spte,(W3) =
0.25+0+0=0.25.

(3) sptey(d) = spte, (W) + spte,(Wa) + spte,(Ws) =
0.20+ 0+ 0 = 0.20. [ |

Remark 5.8: By Remark 5.2 and Proposition 5.7, we have
the following conclusions.

(1) The strength of calculus score supporting higher math-
ematics score is maximal (the strength is 0.40).

(2) The strength of linear algebra score supporting higher
mathematics score is between the strength of calculus score
and the strength of probability statistics score (the strength is
0.25).

(3) The strength of probability statistics score supporting
higher mathematics score is minimal (the strength is 0.20).

VI. POSTSCRIPT

(1) The investigation in this paper is conducted with a
sample of 20 students. The validity of the research conclu-
sion and associated discussions is limited by the relatively
small sample size. However, as stated earlier, results of this
investigation will be helpful for Chinese university students to
raise higher mathematics scores in Chinese graduate student
entrance examination.

(2) The investigation in this paper is based on partitions of
the finite universe U of discourse, but by using these partitions
we are not able to solve neighboring question in numerical
representations for some factor attributes. In recent years, the
Rough Set theory has been developed from partitions of the
universe of discourse to covers of the universe of discourse

(see [12], [18], for example), which may provide a satisfactory
solution for this neighboring question. Further exploratory
might be performed towards this direction.
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