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Abstract—Many problems in computer vision and image Processor scheduling determines which processes are

processing present potential for parallel impleragons through one
of the three major paradigms of geometric paraifeli algorithmic
parallelism and processor farming. Static procesbeduling

techniques are used successfully to exploit geacreatid algorithmic
parallelism, while dynamic process scheduling istdoesuited to
dealing with the independent processes inherenth& process
farming paradigm. This paper considers the apjtioatf parallel or
multi-computers to a class of problems exhibitingatml data
characteristic of the geometric paradigm. Howevby, using

processor farming paradigm, a dynamic schedulirthriigue is

developed to suit the MIMD structure of the mubbRgputers. A
hybrid scheme of scheduling is also developed amdpared with
the other schemes. The specific problem chosethéomvestigation
is the Hough transform for line detection.
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|. INTRODUCTION

parallel

assigned to specific processors. There are marferetiit
techniques of processor scheduling that can be used
optimize performance in parallel computer systehjs [

Processors operating in such an environment wiieneral
perform two functions; computations and communaati A
suitable balance between these functions is redjiodesnsure
efficient use of the processing resources. Wheriithe taken
to perform the computation of a given sub-probleress than
the time associated with the communications ofdat and
results, then the communication bandwidth is likelyimit the
performance. An appropriate scheduling technique keep
the processors as busy as possible and help aohpgveum
performance.

The problem chosen for the investigation relatesth®
scheduling techniques for the parallel implemeatatdf the
Hough transform [2], [3].

The detection of straight lines in digital images a

APPUCATlONS are decomposed into processes to éxplQkcurring problem in computer vision and image pesing.

the parallelism inherent in an application. Theemany
ways to exhibit this parallelism, but the most cooniy used
parallel paradigms in scientific applications agEometric
parallelism, algorithmic parallelism and processarming.
Processor scheduling determines which and whenepses
are assigned to specific processors. There areerefiff

The Hough transform is an efficient method of déteclines
and curves. It is used to extract global featuremfshapes.
The technique is robust in the presence of noisessing
points, and occlusions. Due to its computationahglexity
the Hough transform is not easily implemented fealitime
applications. However, by using parallel paradignesr real-

techniques of processor scheduling that can be ueed time implementation of Hough transforms can be e on

optimize performance in parallel computer systei®gatic
process scheduling techniques are used successfdlyploit
geometric and algorithmic parallelism, while dynarprocess
scheduling is better suited to dealing with theejpehdent
processes inherent in the process farming paradigm.

The work presented in this paper,

a network of multi-computers [4]-[7]. The Hough risform
exhibits a regular structure of computation and nimy
considered best suited to static scheduling. Howéxeusing
dynamic and a hybridsfatistic) scheduling technique, the
MIMD structure of NPLA is effectively exploited. A

investigates  th&mparison of the investigated scheduling techriigaegiven

performance of scheduling techniques for the palrallin terms of total processing times, speedup aridieficy.

implementation of grid-type applications on a MINtEachine.
The specific problem chosen for the investigat®othe Hough
transform for line detection. Several algorithme developed

for this application and are executed on a Netwirke
Processor Linear ArrafNPLA) consisting of 10 processors.

Experiments are performed and compared in termstaf
processing times, speedup and efficiency using
number of processors.
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Il. A BRIEFREVIEW

Since their invention in the 1940's, computers bdase the
John von Neumann architecture have been built arane
basic plan; a single processor, connected to dessigre of
memory, executing one instruction at a time. Thecpssor

ivary fetches instructions from a program stored in tlegnory, then

fetches operands for those instructions from timeesaemory,
performs a calculation, and writes the results bsxkthe
memory.

The von Neumann architecture was popular for sévera

reasons. It was conceptually simple, von Neumanaohinas

were simpler to build and machines were economidat. idea

of parallelism was originated at the same time lpn v
Neumann to use many processors to solve a singtegmn.
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The idea was to build a cellular automata machinehich requires responses to be generated instantly. Eatera
a very large number of simple calculators work diemeously system which is totally general and yet provideskiimam
on small parts of a large problem. However, it dad become efficiency poses great problems.
reality because of the hardware and software chpediof
that time. Ill. CLASSIFICATION OFCOMPUTERS

Things_ began to c_hange in 1960's when the VE_‘CUMBtU Computer systems can be classified into a number of
were switched to solid state components. Insteatsioiy one  colective groups determined by the type of proceswhich
arithmetic  logic unit, multiple functional units vee g required, together with the method by which phecessing

incorporated in a machine resulting in the CDC 660Qlements communicate, use memory and operate with
computer, which is a state of art machine of tina¢ toperating  efficiency.

at a clock speed of 100 nanoseconds. All computer systems, sequential and parallel cadibided
In the early 1970's, the first vector computeremlCray 1 according to the following schemes:
was developed. The multiple functional units of CBG00 Feng's Scheméiased orserial versusparallel processing.

were based on the idea of replication. This vecamputer  Handler's Classification: determined by the degree of
was based on overlapping of operations. In veatanmuters, parallelismandpipelining at various subsystem levels.

the arithmetic-logic unit is divided into stage$.two long Shore's Taxonomyaased on how the computer is organized
vectors of numbers are being added together, ssigees from its constituent parts (six machines).
additions are overlapped to increase the ovenallighput. Skillicorn's Taxonomybased on the functional structure of

Development in the field of parallel processing twred  the architecture and the data flow between its corept parts.
for all these years. Then, in the late 1970's, tbings made  Flynp's  Classification: based on the multiplicity of
the parallel processing possible. The first wasdieelopment  instryction streamsand data streamsin a computer system.
of the VLSI(Very Large Scale Integrationgchnology, which \ost of the serial and parallel computers are diass
allowed hundreds of thousands of transistors tantegrated according to Flynn's taxonomy. Therefore, it iscdised in
on a single integrated circuit. The second was @ t getail. Four schemes of Flynn's classification are:
development of better concurrent programming methdthe ) ) ) ]
third was the actual construction of parallel cotepst A.SISD (single instruction stream / single data singa
Example is the C.mmp (computer with multiple mini- This is the conventional serial John von Neumarmpgder
processors) from Carnegie-Mellon University. Lastthe as shown in Fig. 1 (a). Most serial computers ifaid this
continued development in the field of high speedtme category. Although instruction execution may beefiged,
computers. computers in this category can decode only a singteuction

By the early 1980s, parallel computers were beinig unit time. A SISD computer may have multiple dtional
manufactured commercially. The main advantage hagdst. units, but are under the direction of a single maninit.

Most of the parallel computers at that time wereagier than
their serial counterparts. The speed of the paadieputers is
limited by the speed of light, therefore, the wadyerforming

a computation more quickly is to move more bits o
information at once, which is parallelism. Thesenpaters
contain several processors together in order teesalsingle
problem. The questions remaining are how many BSms
should be used, how big they should be, and howldhbey
be organized.

Multiple processor systems have a number of patenti C.MISD (multiple instruction streams / single dateesim)
disadvantages, probably the most important beieg/ény real These computers involve multiple processors apglyin

problem of being able to use the processing pofiieiently.  gifferent instructions to a single data stream. r&his no
For example, if a problem is solved by a processgome |aojjization of this kind of architecture.

particular time, then it is very difficult for theame problem to

be solved in exactly half the time when two prooessare D.MIMD (multiple instruction streams / multiple data

used. This involves a number a factors; the abilipy Streams)

decompose a problem into an optimum number and afize This consists of processing elements linked by an

modules, to define these modules in such a way thaterconnection network or by accessing data inresha

communications between processors may be carrieadvibtu memory units. Each processing elements stores amcliges

the absolute minimum of waiting time, and with animial independent instruction streams, using local datah@wn in

delay, across the communication network. Fig. 1 (c). MIMD computers support parallel solmsothat
Present day real time problems tend to involve dargequire processors to operate in a largely automsmaeanner.

amounts of data received at varying times and ratesyet Thus MIMD architectures are asynchronous computers,

characterized by decentralized hardware control. [8]

B.SIMD (single instruction stream / multiple dataestms)

These computers involve multiple processors
i;imultaneously executing the same instruction offierdint
data. These are the systems with multiple arittovliegic
processors or units and a control processor asrshowig. 1
(b). Each arithmetic-logic unit processes a dateast of its
own, as directed by the single control unit. SIMBahines are
also called array processors.
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PM: program memory
IS: instruction stream
CU: control unit

PU: processor unit
MM: memory module
DS: data stream

IS
DS DS
PU MM
Fig. 1 (a) SISD computer
\ i
PU.1 PU.2 e & 9 e PU.n
DS.1 DS.2 DS.n
/
MM MM.2, e o o o MM.n
Fig. 1 (b) SIMD computer
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Fig. 1 (c) MIMD computer

With the aid of Flynn's classification, a struciuaxonomy
of both serial and parallel computers is formulatEde basic
division is made according to the instruction gmea The
single instruction computers consist of SISD and3I
machines. The SISD computers include single-unitakse
multiple-unit scalars, and pipelined computers. THMD
computers include processor arrays and associatdeessors.

In the multiple instruction stream, the MIMD ard@ttures
are divided into subgroups of multiprocessors angltim

computers. The multiprocessors are classified mmngeof
loosely coupledwhich is sharing the local memory of the
processors, anightly coupled which is that all the processors
share a global memory through a central switchieghanism.
The switching mechanism determines the processor
organization and can be a common bus, a crosshhsow a
multistage switched network.

Multi-computers are characterized by distributedmosy.
Every CPU(Central Processing Unithas its own memory,
and all communications (point-to-point) and synctization
between processors are via message passing. This GRU
inter-connected to form a processor organizatieferred to as
“topology'.

Dedicated computers were further divided into thbesic
types based on the ideas from MIMD computers: Array
Processors, Pipeline Computers, and Very Large eScal
Integration Computers. DSP Parallel architecturesamother
concept of hierarchical classification initiated the early
1990s [9].

Parallel systems based on geometrical decomposiafon
applications are divided into three categories Jo€@mputer
based dedicated systems, b) computer based gesystains,
and c) digital signal processing systems. The fiaegory
includes array processor, pipeline computers, praltiessor
systems, very large scale integration, whereasdioend one
includes Distributed Shared Memory (DSM), MassiedHel
Processing (MPP), and Clusters, and the third baees the
combined capabilities of the first two categori#8]{[12].

IV. HOUGH TRANSFORMS

Hough transform technique allows discovering shdpms
edges. It attempts to combine edges into lines evheer
sequence of edge pixels in a line indicates thatah edge
exists. It is a popular procedure to detect linesb @rcles.

The simplest characterization of the Hough tramsfdg to
convert a difficult global detection problem in omspace
(image space) into a more easily solved local pistkction
problem in another space (parameter space). A lgopu
parameterization of a straight line is via the dmumaof the
normal vector from the origin of the straight line,

p =xcos@) +ysin@)

where,p is the length of the normal to the line from thigim,
ando is the angle that the normal makes with the x-axis
Thep andd parameters of a line are unique <09 < 180°.
Points which are collinear in an image space afirsect at a
common point in a parameter space and the cooediradtthis
parameter point characterizes the straight lineneoting the
image points. Using this parameterization eachgengoint
(%, y) generates a sinusoidal locuspnf{) space and thus lines
are identified by the intersection of many of theseisoids.
The Hough transform has been used in many applitain
the field of medicine, character recognition, irttias
inspection, military, shape recognition, geologg, €13].
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C.Processor Farm
Is present where a program must be run large number

a large number of processors in a parallel proogssitimes with different parameters. It is often mo#itceent to

environment it is necessary to identify the impottparallel
features of the application. There are several lsipgradigms
for exploiting parallelism in scientific and engereng
applications, but the most commonly occurring tyfaskinto
three classes. These three paradigms are desdribetbre
detail in [14], [15].

A.Algorithmic Parallelism

Is present where the algorithm can be broken dowm a
pipeline of processors in such a way that each gusmr

executes a small part of the total algorithm. Tlaeapelism
inherent in the algorithm is exploited. In this degosition,

the data flows through the processing elements &nd

sometimes referred asData Flow parallelism. The
communication loads on each processor is increasddthe
communication bandwidth problems can degrade

performance.Therefore, for algorithmic parallelism be
successful the work load must be balanced uniforackoss
the processors. The advantage of this decomposgighat
little data space is required per processor. Thepcoer
systems based on the algorithmic parallelism gaceeptable
efficiency. Fig. 2 shows an example of algorithpézallelism.

Y

generator

i

Fig. 2 Example algorithmic parallelism — a languagmpiler

B.Geometric Parallelism

run these independent tasks concurrently on differe
processors. The typical architecture for this typé
applications is a farm of processors where eachessor is
executing the same program with different initiadtal in
isolation from all the other processors. Large ami®uof
storage are therefore required on each procesdaergeat.
Because of the very limited communication requiretegthis
method is very efficient, but the memory costs mnizy
significant. Fig. 3 shows an example of data stmect
parallelism. Fig. 4 shows an example of processomiing
[16], [17].

framestore

the

© 00000
© 000060
@0 0000
© 00000
00000
© 00000

workers

display

Fig. 3 Example geometric structure

slave slave

slave

Is present where the problem can be broken dowm ant

number of similar processes in such a way as teepve
processor data locality and each processor operatifferent
subset of the total data to be processed. All #ta dequired
by a processor are arranged to be on that processmre of
its immediate neighbors.

In this decomposition, parallelism inherent in th&ta is
exploited. This type of parallelism requires onljraction of
the total data on each processor, and is sometiefiesed as
Data Structureparallelism.

Processors communicate with the neighboring pracss
The communication loads are proportional to the si the
boundary of the element, while the computationaldk are
proportional to the volume of the element. Eactcpssor has
an almost complete copy of the whole program, floese
moderate memory requirements. The computer sysesesd
on the geometric parallelism gives very good efficiy.

S

Fig. 4 Example processor farm

VI. PERFORMANCEMEASURE
Two important measures of the quality of parallel
algorithms implemented on multiprocessors and multi

computers araspeedupand efficiency The speedup achieved
by a parallel algorithm running om processors is the ratio
between the time taken by that parallel computerceting
the fastest serial algorithm and the time takentH® same
parallel computer executing the parallel algoritusing n
processors. The speedup ‘S’ is given by:

S(n) =T, +T,

Efficiency is defined as the average utilization tbé n
allocated processors. The efficiency of a singlecessor
system is 1. The relationship between efficiency &ad
speedup is given by:

E(n)=S(n)/n
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VIl. THE HARDWARE

In order to meet the high speed and performanseakble
and reconfigurable multi-computer system (NPLA)uised.
This networked multi-computer system is a bit samniio the
NePA system used to implement Network-on-Chip [18].

The system used is a linear array of processoracltdes
RISC processors and memory blocks. Each processthei
array has a compactOR, internal instruction memiotgrnal
data memory, data control unit, and registers. ©hehe
processors is used as a master or main processothan
remaining as slaves. The system has a networkfactefith
the main processor having four and others equipptdtwo
port routers. Routers can transfer both controlwadl as
application data among processors.

VI

The algorithms are executed on a total of 10 psme8 of
which constitute the processing elements. The mamgitwo
are used for connection to the local host and f@plgics
display. The processing elements are connected linear
array. The first processor in the chain of proces$® known
as the "master” processor. This interacts withuber through
the local host, directs the operation of the greplprocessor
and the remainder of the processing elements, knawn
“slaves”. The chain
communication system, allowing data and results b®
transferred from master to other processors arelwécsa, see
Fig. 5.

from

local
host

TOPOLOGY

Data_In

to
local

host Communication System

graphics

Fig. 5 Computer network for the topology

The implementation has two phases: compupirand for
all the points in image space, then finding the kpethat
identify the lines. The image space used is ofgales grid of
192 x 192 pixels. The range of values fois restricted to
(0, m) to speed computation.

A.Static Scheduling:

In static scheduling, processes are allocateddogssors at
compile time. The master processor inputs the infiamya the
host memory and stores it in a 2-dimensional imagay.
Then it divides the image space into regions ad¢ogrtb the
number (#) of slave processors and communicatesiate
from each region to the slave processors by doiragi@r scan
in such a way that slave # 1 receives data ofrifege points
from region 1 and so on as shown in Fig. 6.

is connected by a bidirectional

In all calculations a lookup table is used to replaalls to
‘sin’ and ‘cos’ library functions. Each slave prgser holds an
array of the table to avoid excessive communication
overheads. For each (x, y) in the appropriate regibthen
computes the values pffor each6 ranging from $0° to 180°
and stores a vote in an accumulator array. The nagletor
array of p, 0) grid has a dimensionality of 464 x 180. The
maximum value ofp that can be computed for the chosen
image space is from the range of 272 and -192.€fbe, the
p index of the accumulator array is the additiorthaf above
two values. When all the points for a region armpoted, a
lower threshold is applied to remove noise valuethé form
of lonely votes and the array is communicated biacithe
master processor.

image space

slave processors

Fig. 6 Data distribution in static scheduling

The master accumulates all values returned byléwes in
another local accumulator array. After all the tessware
received and votes incremented, peaks are deteloted
scanning the array using an upper threshold. Pedks
maximum votes identify lines.

Experiments are performed on the proposed scherie wi
varying network sizes. Timings for 1 through 7 slav
processors are obtained.

Table 1: shows the time taken in seconds, speeddphe
efficiency to recognize few lines appearing in @mage space.

B.Dynamic Scheduling:

In this implementation of the Hough transform, meses
are allocated to processors at run time. The tgyolsed is
the same as in the static scheduling, which is a&tena
processor and from 1 to 7 slaves. The slaves apeasta
processor farm with the code replicated on eactherh. The
master processor distributes image points from ithage
space to the farm of processors.
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TABLE | processors. Therefore, this scheduling schemeatisstatally
RESULTSFROM STATIC SCHEDULING balanced and avoids communicating the entire image

# of Slave | Timing in secs. | Speed-up | Efficiency % regions to the slave processors.
Processors
1 3.14 1 159 TABLE Il
2 2.26 1.39 69 RESULTSFROM DYNAMIC SCHEDULING
2 1.74 1.8 60 # of Slave | Timing in secs. | Speed-up | Efficiency %
4 1.53 2.0 51 Processors
5 1.43 2.19 44 1 3.03 1 100
6 1.29 2.43 40 5 1.67 1.81 91
T 1.26 2.49 36 3 1.23 2.46 82
4 0.98 3.07 77
Each slave processor executes two main processes i 5 0.87 3,48 70
parallel. One is avork process where actual computation takes 6 0.79 3.81 28
place and is run in low priority with the other whiis a i 0.75 4.04 58

task_schedulaas shown in Fig. 7.

The slave processors receive an array of equal euwib
image points. Compute the results and store vateshé
accumulator array, remove noise and send the selaltk to
the master processor. Communication is buffered and
prioritized. The master processor operates the seayeas for
the other two techniques to detect lines.

Experiments are performed on the statistically heda
scheme by varying the network size. Timings fohtbtigh 7
slave processors are obtained. Table 3: showsnleetaken in
seconds, speedup and the efficiency for the prapssieeme.

Request

Tasks_In Tasks_Out

to
Next Processor

req__bu feyr?jif'

‘Work_Process

Results_In TABLE Ill
RESULTSFROM STATISTIC SCHEDULING

Results_Out

4 of Slave | Timing in secs. | Speed-up | Efficiency %
Processors
. . . . 1 3.04 1 100
Fig. 7 Task_schedular in dynamic scheduling 5 185 164 2
. . 1.46 2.08 69
In order to keep the slave processors busy in ctimgpthe :j o5 543 o1
image points, the task_schedular buffers an etera of work = 1'14 2'67 23
so that when the work process completes the current G 1_'07 2:8 7l a7
computation for an image point it can immediatetarts 7 0.98 31 a4

computation on the next point rather than havingvéat for
the master processor to send another item of work.

The work process computes the Hough transfgrmd) in
the same way as for the static allocation explairedier. The results for the static, dynamic and statistiresnes are
After computing all the points associated for thartipular compared for the same image space and over thes rahg
processor, noise is removed and the resultant siremg varying network sizes.
communicated back to the master processor whergdhk Fig. 8 shows time taken in seconds for the 3 schanien
values detect the lines. from 1 to 7 slave processors are used. Time takerarly the

Experiments are performed on the dynamic schemegusisame when only one slave processor is used forthall
varying number of processors. Timings for 1 throdgklave schemes. The timings improve for dynamic and siatishen
processors are obtained. Table 2: shows the titkentan 7 slave processors are used.
seconds, speedup and the efficiency for the saragenapace A 4 fold speedup is achieved for the dynamic schasmen
as used for the static scheduling. the number of slaves is increased from 1 to 7, FHge 9.

However, this level of speedup is not maintaineditie other
C.Statistic Scheduling: 2 schemés P P

In this implementation of the Hough transform, thaster For static allocation, the speedup does not rise

processor raster scans the image space and cbentsiber yonotonically with the increase in the network siZéis is

of the foreground points, and then divides the gogqually gye to the fact that additional processors may Ileaed
among the slave processors. Distribution is doa#cslly in  gparse areas of the image.

the form of data arrays corresponding to the numiler

IX. COMPARISON
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Fig. 10 shows the efficiency of the system whemfibto 7
slave processors is used for the proposed schefrtes.

dynamic scheme shows an efficiency of nearly 6@grr

static
——
dynamic

statistic

timings in seconds

number of processors

Fig. 8 Timing diagram for scheduling schemes

static
—a
dynamic

statistic

speedup

5 4
number of processors

Fig. 9 Speedup graph for the scheduling schemes

static
———
dynamic

statistic

@
S

70

efficiency %

60

50

40

30

3 4
number of processors

Fig. 10 Efficiency graph for the scheduling schemes

X. CONCLUSION

In this paper we have considered scheduling teciesidor
straight lines detection in digital images using tHough

transform method. The spatial and independent

characteristics, but a regular structure of comprigfor each

image point of this algorithm is a representative am

important class of algorithms in computer visiord amage
processing. With the help of paradigms of paraikeicessing,
the paper investigated the performance of stayicanhic, and
statistic scheduling techniques for the parallgblamentation

of this type of algorithms on computer networksrf@¥ened
experiments suggest that dynamic scheduling capediorm
its rivals in terms of speedup and efficiency, @dell suited
to the MIMD structure of computer networks.

(1

[2]

(3]

[4]

(5]

(6]

(7

(8]
(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

REFERENCES

T. L. Casavant and J. G. Kuhl, “A Taxonomy of Salledy in General-
Purpose Distributed Computing System$EE Trans. on Software
Engineeringyol. 14, no. 2, Feb. 1988.

P. V. C. Hough, “Method and means for recognisiomplex patterns,”
U.S. Patent N0.3069654, 1962.

R. O. Duda and P. E. Hart, “Use of the Hough Tramsétion to Detect
Lines and Curves in Pictures,” CACM, vol. 15, npJan. 1972.

Z. Zivkovic, R. Kleihorst, A. Danilin, and H. Corpaal, “Real-time
implementations of Hough Transform on SIMD arcttitee,” in Proc.
2nd ACMIEEE Int. Conf. on Distributed Smart Camer@slo Alto,
California, 2008, pp. 1-8.

A. Epstein, G. U. Paul, B. Vettermann, C. BoulindaF. Klefenz, “A
Parallel Systolic Array ASIC for Real-Time Executi@f the Hough
Transform,”IEEE Trans. on Nuclear Sciencegl. 49, no. 2, pp. 339-
346, Apr. 2002.

R. Strzodka, I. lhrke, and M. Magnor, “A Graphicsardware
Implementation of the Generalized Hough Transfoon fast Object
Recognition, Scale, and 3D Pose DetectiamProc. 12th Int. Conf. on
Image Analysis and Processiridantova, Italy, 2003.

S. S. Sathyanarayana, R. K. Satzoda, and T. ShaantExploiting
Inherent Parallelisms for Accelerating Linear Houlgansform,”IEEE
Trans. on Image Processinggl. 18, no. 10, pp. 2255-2264, Oct. 2009.
M. J. Flynn, “Very high-speed computing systems’proc. of the
IEEE, vol. 54, no. 12, pp. 1901-1909, 1966.

M. Dongdong, L. Jinzong, Z. Bing, and Z. FuzheRe$earch on the
Architectures of Parallel Image Processing Systenis,proc.2nd Int.
Symp. on Intelligent Information Technology Apgdima, Shanghai,
China, Dec. 2008, pp. 146-150.

N. Zhang and J. Wang, “Image parallel processirgethaon GPU,’in
proc. 2nd Int. Conf. on Advanced Computer Contfiienyang, China,
2010, pp. 367-370.

Y. Krishnakumar, T. D. Prasad, K. V. S. Kumar, RajR and B.
Kiranmai, “Realization of a parallel operating SIMOIMD
architecture for image processing applicatiom,”proc. Int. Conf. on
Computer, Communication and Electrical Technologyrunelveli,
Tamilnadu, India, 2011.

H. Liu, Y. Fan, X. Deng, and S. JiParallel Processing Architecture of
Remotely Sensed Image Processing System Basedustel in proc.
2nd Int. Congress on Image and Signal Processiignjin, China,
20009, pp. 1-4.

A. G. Vicente, I. B. Mufioz, P. J. Molina, and L1. L. Galilea,
“Embedded Vision Modules for Tracking and CountiPepple,”|EEE
Trans. on Instrumentation and Measuremerad, 58, no. 9, pp. 3004-
3011, Sep. 2009.

D. J. Pritchard, “Transputer Applications on Sujpei®” in proc. Int.
Conf. on Application of Transputeilsyerpool, U.K., Aug. 1989.

M. S. Laghari and F. Deravi, “Static vs. Dynamid&duling in Cellular
Automaton,”in proc. of Fall meeting # 4, North American Trantgy
User GroupJthaca, New York, October 1990.

A. S. Wagner, H. V. Sreekantaswamy,
Chanson, “Performance Models for the Processor FRaradigm,”
|IEEE Trans. on Parallel and Distributed Systend, 8, no. 5, pp. 475-
489, May 1997.

A. Walsch, “Architecture and Prototype of a Reah@iProcessor Farm
Running at 1 MHz,” Ph.D. Thesis, University of Mdm@im, Mannheim,
Germany 2002.

] Y. S. Yang, J. H. Bahn, S. E. Lee, and N. BaghafagtParallel and

Pipeline Processing for Block Cipher Algorithms anNetwork-on-
Chip,” in proc. 6th Int. Conf. on Information Technologitew
Generationslas Vegas, Nevada, Apr. 2009, pp. 849-854.

and S. T.

138



