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Abstract—Telemedicine services use a large amount of data, most
of which are diagnostic images in Digital Imaging and
Communications in Medicine (DICOM) and Health Level Seven
(HL7) formats. Metadata is generated from each related image to
support their identification. This study presents the use of decision
trees for the optimization of information search processes for
diagnostic images, hosted on the cloud server. To analyze the
performance in the server, the following quality of service (QoS)
metrics are evaluated: delay, bandwidth, jitter, latency and throughput
in five test scenarios for a total of 26 experiments during the loading
and downloading of DICOM images, hosted by the telemedicine group
server of the Universidad Militar Nueva Granada, Bogotd, Colombia.
By applying decision trees as a data mining technique and comparing
it with the sequential search, it was possible to evaluate the search
times of diagnostic images in the server. The results show that by using
the metadata in decision trees, the search times are substantially
improved, the computational resources are optimized and the request
management of the telemedicine image service is improved. Based on
the experiments carried out, search efficiency increased by 45% in
relation to the sequential search, given that, when downloading a
diagnostic image, false positives are avoided in management and
acquisition processes of said information. It is concluded that, for the
diagnostic images services in telemedicine, the technique of decision
trees guarantees the accessibility and robustness in the acquisition and
manipulation of medical images, in improvement of the diagnoses and
medical procedures in patients.

Keywords—Cloud storage, decision trees, diagnostic image,
search, telemedicine.

[. INTRODUCTION

LOUD computing is a concept that has created a great

number of possibilities for different organizations focused
on the supply and offer of health care, due to its flexibility as a
rising IT service [1]. Besides this, Cloud can be considered as
an essential mechanism for the health sector due to its
scalability, adaptability, connectivity and accessibility, among
other high-performance characteristics that improve the
efficiency and quality of health care [2]-[4].

The volume of medical information that is generated every
day has occasioned a problem regarding its management,
handling and storage. This is caused by the high flow of data,
the type of data handled and the attention that must be applied
to this type of information [5].

The proper approach to large volumes of data has turned into

Gonzalez. A. Julio is a research assistant of TIGUM research Group of
Universidad Militar Nueva Granada, Bogota, Carrera 11 No.101-80, Colombia
(phone: +51 3188808889; e-mail: ul401109@unimilitar.edu.co).

Ramirez L. Leonardo is a researcher and director of TIGUM research group
of Universidad Militar Nueva Granada, Bogota, Carrera 11 No.101-80,
Colombia (phone: +51 0316500000; e-mail: tigum@unimilitar.edu.co).

a challenging task that requires both a conceptual and a
computational infrastructure, such as the implementation of
different data analysis mechanisms that guarantee the quality
and efficiency in the treatment of data and information [6], [7].

The data generated in the health sector must be managed and
handled with the greatest possible priority, since this is not
information that only contains numerical, financial or statistical
data, but is also a type of information that, for example, can help
a doctor make choices during a procedure a patient will be
subjected to (considering that the health and wellness of the
patient are involved). For this purpose, the storage systems in
the cloud must provide the tools that will allow the proper
handling and management of data in the health sector,
guaranteeing the availability, accessibility and strength of the
service, as well as the QoS metrics for the Cloud design,
development, deployment and operation [8], [9]. On the other
hand, the integration of data mining techniques in daily
activities has been involved in the advancement and
development of information management [10]. The provision
of health care is improved when the extraction of medical data
has an answer and specific purpose in said field. In general,
health care processes generate large amounts of information
and specific patterns that may be discovered through different
types of algorithms and data mining techniques, that at the same
time, can improve the quality of the processes focused on health
care [11].

This article has the purpose of analyzing the offer level of a
service from the Cloud server belonging to the TIGUM
telemedicine group from the Universidad Militar Nueva
Granada, based on the QoS metrics, guaranteeing availability,
accessibility and strength parameters for the service, to
subsequently apply data analysis mechanisms that will help in
the search and timely delivery, and control of the information
stored in the repository server (Cloud) [12]. Basic concepts
such as quality of service (QoS), quality of experience (QoE)
and service level agreements (SLA) are discussed in the
management models from Cloud services, applying them to the
management and handling of information offered to the user.
Accomplishing efficiency in the management of Cloud
architectures eases the handling and acquisition of software,
hardware, growths and new developments.

Considering what we described before, the research problem
is focused on: How the accurate selection of a cloud
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management model and a data analysis mechanism can
contribute to the solution of accessibility, strength, availability,
ubiquity and reliability issues in the collection and management
of data in a cloud service. For this purpose, we implemented a
cloud service management model for the analysis of metadata
from the health sector, through the performance evaluation of
the deployment and operation of said service applied the proper
data mining technique for the analysis of metadata and innovate
with the use of ToT [13], [14].

II. METHOD

A. Methodology

The methodology implemented in the development of this
paper was a descriptive and analytical methodology.
Descriptive methodology is understood as the process of
searching for information and collecting data related to
previous works to determine the factors and parameters that
should be considered to conduct the project, as well as the
definition of the QoS metrics for the analysis of the
performance, the offer level of the cloud system and the
selection of the decision trees data mining technique.

Regarding the analytical methodology, we made a
comparative study using statistical results between two
information gathering methods, one applied the decision trees
data mining technique to the Cloud server and the other did not,
in other words, it was done using a sequential search. This was
done to determine which search method is more efficient and
helps solve the optimization issues related to the search times,
optimize the resources and avoid false positives when
downloading medical images from said server.

B. Preliminary Stage

As a preliminary stage, a background search was conducted,
where we elaborated a state of the art with different authors that
have studied Cloud Computing, data analysis and IoT focused
on the health sector was made. We documented 20 authors with
the corresponding publication tile, year of publication,
summary, key words, conclusions and references for their
review, in order to identify the metrics for Cloud Computing
focused in health, identify which of these have developed
research processes and determine the research gaps, which can
be examined further for future works.

C.Selection of the Monitoring Tool

We evaluated different network monitoring tools that were
able to approach the tests and evaluation processes for the
offered cloud service. A comparative table was made using the
specific characteristics from different tools (Monitis, Nagios,
Zbbix, etc.), for the development and fulfillment of the
objectives from the work. The selected tool was “Pandora
FMS”, since it met the characteristics required by the project,
such as the measurement of QoS metrics, free software, Linux
implementation, etc.

D.Work Environment

The TIGUM telemedicine group provided a work
architecture or environment, where most of the development of

the study was focused in. This architecture is shown in Fig. 2.
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Fig. 1 PandoraFMS monitoring tool logo
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Fig. 2 Work environment from the TIGUM group

Mainly, the environment is constituted by a web server,
connected directly to the repository or Cloud service. These
servers are based and configured in Linux/Debian and contain
characteristics related to specific processing, RAM memory,
storage, etc., that can fulfill the objectives and purposes they
were acquired for and implemented in the TIGUM group. This
focused on the management of the repository server (cloud),
which was responsible for the management, handling and
storage of the information, as well as for its backup system. The
existence and importance of the repository cloud server
justified on the fact that any process is related to the service
offered to the final user through the web server, is conducted
through in it. Additionally, the TIGUM group has a database,
where it stores all the necessary information for its subsequent
treatment and fulfillment of the project’s objectives. This
database is designed in MySQL and supported by
PhpMyAdmin via the route http://tigum.umng.edu.co/
phpmyadmin/

III. DEVELOPMENT

A.Parameters

For the development, we guaranteed the understanding and
importance of the QoS metrics and the parameters that had to
be considered, to conduct the accurate implementation of the
management methodologies, thus, fulfilling the objectives from
this project. Hereunder, said parameters and metrics are
explained with their corresponding impact:

1) Availability: The information managed and administered
must fulfill the requirement of availability, which means
that doctors, patients and authorized personnel must be able
to access the information in a quick way and it must also
fulfill the ubiquity criteria (present at all times and places).

2) Confidentiality: The information handled in the TIGUM
repository server must fulfill the confidentiality criterion,
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since the access to a patient’s information must be
exclusive to the competent personnel and explicitly
required in the evaluation and analysis process to avoid its
inappropriate use, disclosure and even manipulation in a
harmful way, which will affect its integrity

3) Integrity: As is well known, any information that is
required and handled must comply with the integrity
criterion, since it must be accurate for its analysis and
subsequent decision-making process. In the health sector,
the integrity of the information can determine, for example,
the difference between the medical image from a healthy
patient and the one from a sick patient.

B. QoS Metrics

For the fulfillment of the management model for cloud
services that will be implemented, we worked with a set of
metrics that guaranteed its correct functioning, implementation
and handling. The metrics we worked with were:

Delay: It is the relation between the times taken for the
transmission of the information or packages within a network.
It is calculated with the difference between the total reception
time (distribution and processing) and the total transmission
time for the information. This metric determines how fast or
how slow is the traffic of the information (since, the slower the
process, the bigger is the probability of loss of information).
Along with the concept of latency, this metric guarantees the
reliability of the service (should be near 0).

Delay = Arrival time — Exit time (1)

Latency: It is the expected value for how long it takes for a
package to conduct the transmission. It is also defined as the
delay average (delay). This metric determines the quickness of
the service (must be near 0).

Latency = Z;LO%M or E(Delay) 2)

Bandwidth: It determines the amount of information that can
be transmitted simultaneously on the channel. It is worth
mentioning that for this metric, there is a relation between the
bandwidth that is theoretically offered by the service (agreed in
the SLA) and the one that is available. For the accurate selection
of the bandwidth required by the system, we conducted the
following procedure:

# Packages*Lenght of the package

BW Required = 3)

Time

Bandwidth metric determines the efficiency of the service
that will be delivered and is calculated with:

Theoretical bandwidth
Maximum bandwidth

Efficiency = *100% 4)

The efficiency of the service is agreed on the service level
agreement and must be guaranteed in an over 80% capacity
with respect to the maximum it can have (according to the
maximum bandwidth).

Throughput: It is the quantity of data that effectively arrive
in a unit of time, in other words, the packages that were
correctly received. This metric guarantees the efficiency of the
offered service and must be the same as the amount of data
generated in the transmission

__ Received packages

TH 5

Time

Generated traffic: The generated traffic is the sum of the exit

packages and the lost packages. Since it is medical information,

the generated traffic must be the same as the received traffic,
indicating, in the same way, the efficiency of the service.

Nall = #Exit pack. +#Lost pack. (6)

Lost: It is the number of lost packages during the information
transmission process. Said metric must be near 0 to guarantee
an efficient and reliable system.

#Lost packages
Lost = ————

Time (7)
Jitter: Tt is the difference in the absolute delay value of a
package and the expected transmission time (latency), which is

calculated in the following way:
Jitter = |Package delay — Latency| ®)

This metric determines the stability of the service or system
and must be a value near 0, in other words, the offered service
must guarantee a perfect stability (or an optimal one in a worst-
case scenario).

C.Test Scenarios

Once the metrics needed for this first stage of the Cloud
service management model were determined, different test
scenarios were established to determine the speed, reliability,
efficiency, effectiveness and stability criteria for the
telemedicine service that will be implemented, as well as the
development and the level of offering handled within the
service. The corresponding measurement for each of the tests
was conducted using PandoraFMS and Wireshark to verify the
correct performance of each of the metrics.

Test Scenario 1

.g._.

LOCAL PC Web Server Repository Server

Fig. 3 Architecture for test scenario 1

To analyze the performance WITHOUT the load of users to
the system, we used a PC connected LOCALLY to the web and
repository servers (through LAN), with the purpose of
conducting a series of Echo Request and Echo Reply tests,
which provide delay values for the system. This “PING” test
was conducted, in the first instance, in the following way:

1) PING from LOCAL PC to PRIVATE IP from the
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Repository server (Internal: 172.16.9.26).

2) PING from the WEB Server to PRIVATE IP from the
Repository server (Internal: 172.16.9.26).

3) PING from LOCAL PC to the PRIVATE IP from the web
server (Internal: 172.16.9.28).

4) PING from the LOCAL PC to the PUBLIC IP from the web
server (External: 190.60.233.52).

5) PING from the WEB Server to the PUBLIC IP from the
web server (External: 190.60.233.52).

6) PING from the WEB Server to the PRIVATE IP from the
web server (External: 190.60.233.52).

These tests were conducted with the purpose of analyzing the
performance of the servers under 'perfect’ conditions, it means,
without user traffic or data flow. It is worth mentioning that the
test was not conducted on the public address of the repository
server, precisely because it does not have access to said address,
since it is a repository server.

The tests conducted using 'Echo' had a duration of 10
minutes, which provided values for the size, time and number
of the package. 600 samples were obtained, which allowed us
to calculate the delay, latency, jitter, general and instantaneous
throughput, and efficiency and we calculated an average for
each of the QoS metrics for the analysis of the servers’
performance.

Test Scenario 2 (JMETER)

-

LOCAL PC
.

100 simultaneous
users

Web Server Repository Server

Fig. 4 Architecture for test scenario 2

With the IMETER software, the load and stress test of the
server was carried out through the simultaneous connection of
users to the servers this in order to perform a visualization,
connection and conducting of the request (using a script) to the
servers simultaneously. These load and stress tests were
conducted with 1, 10, 100, 200 and 300 users, thus determining
that with 100 users, the error percentage was less than 1% in the
servers, concluding that 100 users are the maximum user load
that the servers were able to stand.

Once the maximum amount of users that the server can stand
simultaneously was determined, the same 'echo request' and
‘echo reply' tests were conducted using 'ping' as in scenario |
(Fig. 1). The load of 100 users was applied simultaneously in
order to determine the performance and behavior of the server
in loaded way (which must guarantee an efficiency over 80% to
be considered as an optimal service). In the same way as in test
scenario 1, the test lasted 10 minutes and the values
corresponding to the QoS metrics were calculated.

1) PING from the WEB Server to the PRIVATE IP from the
Repository server (Internal: 172.16.9.26).

2) PING from the LOCAL PC to the PRIVATE IP from the
web server (Internal: 172.16.9.28).

3) PING from the LOCAL PC to the PUBLIC IP from the web
server (External: 190.60.233.52).

4) PING from the WEB Server to the PRIVATE IP from the
web server (External: 190.60.233.52).

5) PING from the WEB Server to the PUBLIC IP from the
web server (External: 190.60.233.52).

6) PING from the LOCAL PC to the PRIVATE IP from the
Repository server (Internal: 172.16.9.26).

Test Scenario 3

3\ B
brd A——lp J S —
Remote PC =
’ / Web Server Repository Server
=

100 simultaneous
users

Fig. 5 Architecture for test scenario 3

In this test scenario, the same procedure from previous tests
was conducted (Fig. 4). This time, the tests were conducted
from a PC connected through internet, thus determining the
behavior and performance of the server with a remote user. In
this case the conducted tests were the following:

1) PING from the WEB Server to the PRIVATE IP from the
repository server (Internal: 172.16.9.26).

2) PING from the REMOTE PC to the PUBLIC IP from the
web server (External: 190.60.233.52).

Said remote test provided time, package number and package
size values, which allowed us to determine the QoS metrics
mentioned before. Since the connection to the servers was
conducted remotely, there were losses regarding the
performance of the server. Nevertheless, we obtained results
that fulfilled the minimum standards needed to guarantee the
availability, accessibility and strength parameters according to
the service being offered.

Test Scenario 4

N 2

Lacal PC
Users charge

‘Web Server Repaository Server

Fig. 6 Architecture for test scenario 4

For this scenario, the corresponding Echo tests were
conducted, but this time, the load of users to the servers was
conducted simultaneously, in other words, the users were
loaded remotely and locally, with the purpose of determining
the performance and behavior of the servers when the user
wants to do a consult and wants to download medical
information. The corresponding PING tests were conducted
with the help of a LOCAL PC and a REMOTE PC, to obtain
the QoS metrics and subsequently conduct the calculation,
graphs and documentation for the analysis of the results. The
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conducted tests were the following:

1) PING from the LOCAL PC to the PRIVATE IP from the
web server (Internal: 172.16.9.28).

2) PING from the LOCAL PC to the PUBLIC IP from the web
server (External: 190.60.233.52).

3) PING from the LOCAL PC to the PRIVATE IP from the
Repository server (Internal: 172.16.9.26).

4) PING from the WEB Server to the PRIVATE IP from the
web server (External: 190.60.233.52).

5) PING from the WEB Server to the PUBLIC IP from the
web server (External: 190.60.233.52).

6) PING from the WEB Server to the PRIVATE IP from the
Repository server (Internal: 172.16.9.26).

7) PING from the REMOTE PC to the PUBLIC IP from the
web server (External: 190.60.233.52).

Cloud Test Scenario

In the cloud test scenario, the refusal and offer level from the
service provided by Cloud in the repository server was
determined. The search of the 10 DICOM '.dem' images from
different specialties from the medicine sector, such as
mastology, neurology, chiropractic, etc., was conducted
through DICOM image banks available online (example:
http://dicomlibrary.com). Once the images were obtained, they
were loaded to the repository service (cloud) in specific routes
with the purpose of storing them and subsequently manage and
manipulate them (Fig. 7).

’ Upload
_— —
Download

“ —_—

Repository server

Remote user

10 DICOM (.dem) files
(Different fields of medicine)

Fig. 7 Architecture from the cloud scenario

a Parent Directory: =
[3 Ldcm 2018-06-14 08:37 203K
[ 2.dem 2018-06-14 08:37 515K
[ 3.dem 2018-06-14 08:37 514K
[?) 4dem 2018-06-14 08:37 89K
[ s.dem 2018-06-14 08:37 35K
[3 6.dem 2018-06-14 08:37 2.0M
@ Zdem 2018-06-14 08:37 130K
[2] 8.dem 2018-06-14 08:37 798K
[?) 9.dcm 2018-06-14 08:37 130K
@ 10.dcm 2018-06-14 08:37 513K

Fig. 8 Script for the download of images from the repository server

Archivo: | Seleccionar archivo | Ningan archivo seleccionado | enviado al repol

Fig. 9 Script for the upload of images to the repository server

Through the creation of two scripts based on PHP, 2
instances were created, where the last test scenario was
implemented. This scenario consists of the measurement of
QoS metrics, pretending to be a remote user that accesses the
service and makes the upload and download request for the
medical images mentioned before. Hereunder, the scripts for

the upload and download of images from the repository server
are shown, which was accessed through the webpage:
www.tigum.umng.edu.co/tigum/pruebascloud/imagenes (Figs.
8 and 9)

Once the scripts were created, the download of 10 DICOM
images was conducted, while simultaneously, the QoS metrics
were measured with Wireshark, which pretended to be a doctor
that needed to consult and download the images located in the
repository server from the TIGUM group. This process was
repeated with the upload images script, where it pretended to be
a doctor that wanted to upload diagnostic images from a patient
to the server.

1) TCP - File upload

2) HTTP - File upload
3) TCP - File download
4) HTTP - File download

Once the results for the time, package size and package
number metrics were obtained, the corresponding QoS metrics
and the averages obtained in the upload and download of the 10
images were calculated for their subsequent graphic
representation and documentation. This process provided
satisfactory results regarding the level of offer from the
repository server, considering the type of information being
handled within it (diagnostic images). It is worth mentioning
that the conducted tests were made in different time slots to
obtain results with different parameters such as, network traffic,
user of resources, etc.

D.Data Mining

'WEKA

The University
of Waikato

-

Fig. 10 WEKA data mining tool

For the development and implementation of a data mining
technique that was able to adapt and work in the Cloud server,
a study was made on different data mining techniques such as
k-NN (k-Nearest Neighbors), decision tree and linear
regression. It was determined that the proper data mining
technique was the decision tree, due to its prediction model
based on artificial intelligence that uses logical construction
diagrams. This is a technique focused on the representation of
the behavior and making successive decisions for the solution
of a problem and obtaining an expected result. For the
implementation of this technique, the WEKA data mining tool
was used, which is a software platform from Machine Learning
with a Java basis, developed by the University of Waikato.

The metadata from the DICOM images previously stored in
the Could server, through an online visualizer
(https://www.dicomlibrary.com/) from said format were
extracted. The metadata extraction process made way for their
subsequent documentation using an Excel table (Fig. 11), which
identified the following aspects:

1) ID
2) Type of image
3) Specialty
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4) Date of the study 10) Link route in the repository server (location)

5) Citizenship card (Fictional, since the used images belong These metadata were recorded in WEKA through an '.arff
to anonymous people) file, modified with specific parameters that stipulate the

6) Modality instances and attributes that should be evaluated by the decision

7) Description of the study tree. Once they were registered in WEKA, it shows us the table

8) Description of the set information (Fig. 12), for the subsequent calculation of the

9) Manufacturer decision tree.
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Fig. 11 Table with metadata from the DICOM images
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Fig. 12 WEKA with the metadata from the 10 DICOM images
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RF
MR
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Nomere de filas: 30 | Cabeteras cada | 100 | filas

Maodalidad Descripcion  Serie Fabricante Ruta
BreasiCE bwist Siemans | thomelJulio/imagenesDICOMIMastalogia
Neck CT5.0H30s | Siemens | fhame/Julio/imagenesDICOMI Quiropractica
Chest LUNG Slemens fhame/Julio/imagenesDICOM/Neumelogia
CT1abdomen ARTERIELLE Mull fhamelJulio/imagenasDICOMIReumalologia
Knas LocRight MNull | fhame/Julio/lm agenasDICOMIOropedia
Stomach Barium3Fis  Null | fhomelulio/imagenesDICOMIGastreenterclogla
RAmSpallaSn  Scout ESAOTE | fhoma/Judio/imagenesDICOMI Traumatologia
Crane ScoutFrafil GEMEDICALSYSTEMS . fhame/Julio/lmagenesDICOMNeurocinigia
Haad FLAIR GEMEDICALSYSTEMS | thame/Julio/imagenasDICOMINeurologla
Riankia null GEMEDICAI SYSTEMS Thome/Julio/imagenesDICOMIFisiakia
Crang ScoutProfi ESAQTE | Mome/Julio/imegenasDICOMINeurocinugla
BreasiCE bwvist GEMEDICALSYSTEMS home/Julic/imagenssDICOMIMastologia
BreasiCE twist ESAOTE | Thame/Julio/imagenesDICOM Mastologia
Stomach Barium3Flz  ESAQTE fhomeulloimegenesDICOMI Gastreenterologia
Knes LocRight GEMEDICALSYSTEMS | hame/Julio/lmagenesDICOM Oropadia
RmSpallaSn  Scout Siemens | fhom=/Julic/imagenesDICOMI Traumaiologia
Chest LUNG Shemens | mome/Julio/imagenasDICOMINeumologia
Riankls nult Sismens | thome/Julio/imagenesDICOMI Fisiatria
head FLAIR null | fhome/Julio/imagenasDICOM/Meurclogia
Stomach Barium3Fls  Siemens ' fhome/Julio/imagenesDICOMI Gastroenlerclogia
Cheast LUNG ESAOTE | home/ Julio/imagenssDICOM/ Meumologia
Stomach Barium3Fis  Siemens fhome/Julic/imagenesDICOMI Gastroenterclogia
Chast LUNG Shemens | mame/JudioimagenasDICOMNeumelogia
BmSpallaSn  Scout GEMEDICALSYSTEMS fhome/Julio/imagenasDICOMI Traumatologia
Rtankle mull null | thame/Julio/Tm: agenasDICOMIFislatra
Slomach Barium3Fis | Siemens | thom e/Julio/imagenasDICOMI Gastreenlarclogia
CT1abdomen ARTERIELLE GEMEDICALSYSTEMS | fhome/Julic/imagenesDICOMIReumatologia

Fig. 14 Database with the metadata from the DICOM images (1 million)

Afterwards, the decision tree J48 was generated, which is a
free implementation in Java of the C4.5 algorithm, which uses
the concept of entropy of the information for the selection of
variables that conduct the best classification process (in this

case, the metadata from the medical images). Through the
instances and attributes stipulated in WEKA, the ways to arrive
to a specific characteristic from the metadata were determined.
The objective of applying this mining data technique is to allow
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us to arrive to the route where the DICOM images are located
in the Cloud server, thus, the tree provided by WEKA shows
how to conduct the search based on the metadata to arrive to
said route. It is worth mentioning that WEKA worked as a guide
to apply the decision tree, but the filtering system was
arbitrarily modified to arrive to the specific required route.

To verify and determine the effectiveness of the factors that
were going to be evaluated with the data mining technique, it
was necessary to extend the amount of information to which the
mining technique was applied to. For this purpose, the
documentation of 10 DICOM images was expanded to 1 million
images, each one with its respective metadata generated
randomly, keeping the sense of certain metadata, such as route,
specialty, description of the study, route, etc. If, for example,
the image is a BREAST image, it keeps metadata, such as the

route where it is located, the specialty, the description and the
series. (Example: “Home/July/ ImagesDICOM/Mastology”).
The metadata, such as the citizenship card, date of study and
modality of the images, were key for the proper application of
the decision tree (given its randomness). This expansion of the
information was entered to WEKA through its corresponding
configuration and the corresponding decision tree was
generated to verify its functioning in the development of the
project. Subsequently, the metadata were entered into the
database from the TIGUM group for its corresponding
treatment and handling (Fig. 14).

Once the metadata were placed in the database, the design of
the search method for the DICOM images (Fig. 15) was made
based on the metadata extracted before. This design was made
based on the results provided by WEKA and decision tree J48.

ONl }——{ speciality ——{ Studydate |

4—[ Description }—-{ Study Date ]

m Speciality ]—{ Study Date ]——[ Modality ]

—'{ Description J—-[ Study Date l

Fig. 15 Design of the search method for DICOM images

A PHP script was developed for the search of DICOM
images located in the Cloud server, following the design of the
search method mentioned before (Fig. 15). The script was based
on a main menu where the user chose if he was a patient or a
doctor that wants to search for the information. Said file was
called 'search.php' and was constituted by 2 main buttons,
which are responsible for redirecting the user to the
corresponding search menu, as shown Z (Fig. 16).

N "
~

§ RN % TIGUM - UMNG e
N!. v .

N M,l' DICOM image search TIGUM
NUEVA GRANADA

Patient || Doctor
Fig. 16 Main menu for the DICOM images search script

As shown in Fig. 15, the search menu for patients
'patient.php' is constituted by four criteria for the search of
information, which are:

1) DNI

2) Specialty
3) Study date
4) Description

These fields correspond to the metadata needed to fulfill the
search of DICOM images, applying the 'decision trees' mining
technique (Fig. 17). Likewise, the search menu for doctors
'doctor.php' is constituted by five criteria for the search of
information, which are:

1) DNI

2) Specialty
3) Study date
4) Description
5) Modality

These fields correspond to the metadata needed to fulfill the
search of DICOM images applying the 'decision tree' data
mining technique, as shown hereunder (Fig. 18).

=
N

a3 TIGUM - UMNG
A ! 4 : =
L] ¥
S’ DICOM image search TIGUM
UNIVERSIDAD MILITAR
INUEVA GRANADA
DNI Speciality Study date | Description
Enter your DN i v |dd/mm/azaa = M

| Consuit |

Fig. 17 Script Patient.php for the search of DICOM images

TIGUM - UMNG >
DICOM image search  11GUM

UNIVERSIDAD MILITAR
NUEVA GRANADA

DNL Speciality Study date Description | Modality|
Enter patient DNI i v ||| dd/mm/aaaa » vfi* =

[ Consut |

Fig. 18 Script doctor.php for the search of DICOM images

After this, the tests corresponding to the data mining
technique were conducted.

The objective of implementing decision trees is to make the
comparison regarding the search time and the download of the
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requested information by evaluating the server with the applied
mining technique and without it. The factors to be considered
by the comparison were the following:

Search time: When conducting the consult of a medical
image located between thousands of images in a database, a
decrease in the search time can present itself if a data mining
technique, such as the decision tree, is applied, since it will filter
the information according to its metadata, instead of conducting
a sequential search without any background process.

Optimization of resources and decrease of false positives:
When conducting the download of a medical history, medical
images and files belonging to a specific patient, the decision
tree technique allows to filter it through metadata, with the
purpose of downloading only the required information, without
having to download all the information stored in the database,
which optimized physical and network resources (RAM,
processing, bandwidth) and improved the efficiency of the
service, since it minimizes the possibility of false positives
(download of unwanted images in a specific process).

It is worth mentioning that to determine the improvement of
the efficiency from the service regarding the decrease of false
positives, the following metrics were used, which characterize
said condition of the system:

Sensibility: it is the capacity the system has to detect how
many searches were correct regarding the total amount of
obtained result. Said metric is measured in the following way:

Sensitivity = P )
where TP: Number of true positives; FN: Number of false
negatives.

Specificity: It is the capacity the system has to detect how

many searches were wrong regarding the total amount of
obtained results. Said metric is measured in the following way:

Specificity = ——— (10)
where TN: Number of true negatives; FP: Number of false
positives.

For the implementation of the comparison tests, the
sequential search of 20 random images with specific metadata
(type of image, date of study, description, modality, etc.) was
conducted. Since the search was conducted in a sequential way
with the DNI criterion, the results of the database belonging to
this criterion were obtained. This process was conducted for
both the 'patient.php' script and the 'doctor.php' script, creating
a total of 40 sequential search tests, which are illustrated in Figs.
19 and 20.

As shown before, when we conducted the sequential search
for DICOM images located in the Cloud server, we obtained
multiple results that fulfill the requested DNI criterion, but we
did not obtain a specific result as expected for the consult of an
image from a specific study from a patient, this is the reason
why false positives appear. It is also possible to observe the
search time used when conducting the consult, which allowed
us to conduct the subsequent analysis of the search times
applying the decision trees and the sequential search.

Finally, the search of the same 20 DICOM images located in
the cloud server is conducted, this time applying the data
mining technique decision trees, in other words, fulfilling the
four criteria for the search of information for the 'patient.php’
script and the 5 criteria for the search for the 'doctor.php' script.
Said process can be observed in Figs. 21 and 22.

TIGUM - UMNG P
DICOM image search  160M

| DT | Speciality | Smdydare | Description |
[rsa00aa3 [ v |[2s/mmsnana Z .
Consult
Tope image| Speciality | Date | DNI | Modaliy [Description|  Serie Vauufacturer Path

Hombro  |[Traumarologsn [19960708 79000433 ]C

Seno Mastoloma 0150918 | TR000433ICT BreastCE watd | GEMEDICALSYSTEMS [ home Jubio TmagenesDICOM Maswologa
Redilla Ortopedia [20090820{ 79000433 MR Kuee LocRight |GEMEDICALSYSTEMS | hewne Julio TmagencsDICOM Ontopedia
Seno Nsstologia 20051103 TS000133[CT _ [BreawiCE |[rwint Cm— [howe Julio lmagen=sDICOM Masiologia
Hombro | Traumarologsa (20020418 /9000433 [RF  |[RmSpallaSn|[Scour |[Ssemens [ home Julio lmagenes DICOM Traumatologsa
Pulmon |[Neumologia | Chen LUNG  |ESADIE tiomne Julio bmsgenesDICOM Neumcloga

[RmSpallaSn|[Scout

[[GEMEDICALSYSTEMS [ home Julia: ImagenssDICOM Traumatologsa

Hombro  |[Traumarologsa [ 20010105 [79000433 C

RmSpallasn|[Scou

ull [ home Tulo ImagenesDICOM Traumatologea

[Hombro  |[Traumatologsa 20040214 7900043
[Hombro |[Traumatologsa [20061110 [79000433 MRt

RenSpallaSa|[Scout
[[RmSpallaSnl[Scous

[Siemens { home Jubo ImagenesDICOM Traumnatologia
[GEMEDICALSYSTEMS | home Jl_allu ImagenssDICOM Traumatologsa

?Crantu Newroctrugia (200612 ‘Crane ScoutPrefil [GEMEDICALSYSTEMS | home Julio ImagenesDICOM Neurocmugia
;lﬁmblo Trauratologsa | 199T0E0E [TS000433 FanSpallaSn/|Scout mull | home Julio ImagenesDICOM Traumatologa
{Cabeza  [[Newrologia  |[20130820]79000433]C [head [[FLAIR [[nult home Juba ImagenssDICOM Neuralogia
{Pulmon [Neumologia |[20080708 {T9000433ICT Chest LUNG |ESAOQTE | home Julio ImagenesDICOM Neumologia
[Pulmon [Neumologra 20000108 70000433 MR (Chest LUNG |GEMEDICALSYSTEMS | home Julio TmagenesDICOM Neumologsa
Seno |[Mastaloga  |[20060313 79000433 MR [BreasCE [froame |[ESAOTE heme Jubo Imagenes DICOM Maswologa
EPlﬂmoﬂ Neumologia |[20170402 [79000433 [RF (Chest LUNG IGEL[EDICALSYST.F.MS | heme Julis ImagenesDICOM Neumologia
Seno [PMasologia (20021130 [T8000433 MR, BreastCE  |[1wvast |ESAQTE | home Julio ImagenesDICOM Maswlogia
Toballo  |[Fisiama [20070905 79000433 [CT Reankle [lnull |GEMEDICALSYSTEMS | home Julio ImapenesDICOM Fisiatra
Rodilla Chtopecdia 119990501 79000433 Knee LocRight |E5AOTE home Tulio InagenesDICOM Ortopedia

“abeza  |[Neurologa  [20001013 7900043 [head |[FLAIR ; 5 | home Julio ImagenesDICOM Neurologia

"uello [Quisopracaica [20170521 | 000433 [CT [Meck {[cT5 o305 EDICAL 15 | home Julio lmagenesDICOM Quiropraciica
Rodilia |[Ortopedia T 3 (Kaee LocRight |CrE.\-CEDICA.L SYSTEMS | home Jubo ImagenesDICOM Ortopedia
Tobillo  |[Fisistna Rtankle  |[null [EsaoTE [ home Julio ImagenssDICOM Fisiatna
iﬁnmbu It | 20161228 79000433 MR Seout |mull home Julio DICOM T

Teme search: 0.0001640319824 2188

Fig. 19 Sequential search of DICOM images through the patient.php script
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TIGUM - UMNG
DICOM image search T.|GUM

UNRARGOAD MaiT Al
Nusva GRANADA
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9000433 I * [[da/mm/aa0a B 3 ]
| Consun |
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[Cranco  [Neurociruzia [20061222[79000433 MR |Crane ScoutProfil [GEMEDICAL SYSTEMS || home Julio ImagenesDICOM Neurocirugia |
[Hombro || 1997080879000433)RF__||RmSpallaSa[Scout null ‘home Julio' ImagenesDICOM Traumatologsa |
Cabeza _|[Newsologia__||20150820 79000433 CT [head [FLAIR__|null Tome Julio ImagenesDICOM Neusologia
Pulmon | Neumologia 20080708 79000433 CT [Chest LUNG _ |ESAOTE home Julio ImagenesDICOM Neumologia
[Pulmon  |Neumologia |[20000109)79000433[MR [Chest LUNG  [GEMEDICALSYSTEMS| home Julio ImagenesDICOM Neumologia |
Seno Mastologia_||20060313[79000433 MR [BreasiCE |frwimt ESAOTE home Julio ImagencsDICOM Mastologia
[Pulmon | Neumologa 20170402/ 79000433 RF [[chest LUNG __ |[GEMEDICALSYSTEMS| home Julio TmagenesDICOM Neumologia |
Seno MMastologia__|[20021150/79000433 MR___|[BreastCE_ | twst ESAOTE —|[home JulioT DICOM Mastol
[Tobille  |[Fisiama 20070909]79000433/[CT [Reankle  Joutt GEMEDICALSYSTEMS|| home Julio Tmagen=sDICOM Fisiatria
Rodilla | |Oropedia 79000433 MR [[Knee LocRight [ESAOTE || home Jutio ImagenesDICOM Oropedia
[Cabera [ Neurologia 379000433 RF [mead FLARR  [GEMEDICALSYSTEMS| home Julio ImagenesDICOM Neurologia
Cuello Quiropractica 79000433 [CT [Neck CT5 0H30s[GEMEDICALSYSTEMS [ home Julio ImagenesDICOM Quiropractica
Rodilla__|[Ortopedia 379000433 MR Koee LocRight |GEMEDICALSYSTEMS [ home Julio ImagenesDICOM Ortopedia
[Tobille  |Fisiatria 9 9000433 [Reankle ol ESAOTE [ home Julio ImagenesDICOM Fisiatria |
Hombro | Traumatologia 20161228 79000433 MR : null || home Julio TmagenesDICOM Traumatologia.|
Time search: 0.00013303756713867
Fig. 20 Sequential search of DICOM images through the doctor.php script
3y TIGUM - UMNG
V¢ DICOM image search TiGUM
UnaversiDAD MILITAR
NUEVA GRANADA
Il DNI [ Speciality ||  Study date || Description ||
|[re000433 || Mastologia v ||| 18/69/2015 [ Breastce = |
[Type image|[Speciality | Date || DNI |[Modality| |[Seri Manuf: Il Path I|
[Seno [Mastologia[20150918]79000433][cT |[BreastCE [[twist [GEMEDICALSYSTEMS|['home Julio T DICOM Mastologial|
Time search: 1.1205673217773E5

Fig. 21 Search using decision trees of the DICOM images for the patient-php script

TIGUM - UMNG 5!;\7}*
DICOM image search  1iGuM

N
N

Unevainana) Mg

INULVA GRANADA
| DNI | Specialiy | Studydate | Description Modality
[78000433 | Mastologa + | 18/09/2015 |Breastce v /jCT v
Consult
Type image | speciality Date | DNI  Modality Description Serie. Manufacturer Path
Seno [Mastologia 20150918 [70000433 [CT BreastCE | twist (GEMEDICALSYSTEMS | home Julio ImagencsDICOM Mastologia |
Time scarch: 1.1920928958507SE-§

Fig. 22 Search using decision trees of the DICOM images for the doctor.php script

It's observed in Figs. 21 and 22 that only the correct result
was obtained according to the query made, thus determining the
efficiency of implementing decision trees compared to the
sequential search (without data mining technique), since the
possibility of false positives was minimized as much as
possible. Besides this, the search times for this case can
observed, which showed a decrease.

IV. RESULTS
A.Results of the Test Scenarios

As mentioned in the development, each of the test scenarios
had a duration of 10 minutes for the extraction of time, package
size and package number variables. Once these 3 values were
obtained, the calculation of the QoS metrics, such as delay,
throughput (general and instantaneous), bandwidth (available
and variation), jitter and latency were conducted, which were
averaged from the 600 samples obtained in each of the tests (24
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Hereunder, the collection and calculation of the QoS metrics are

| Packet Size (Dytes) Protocol  (Psource 1P Destination 8 of secuency  Time (ms)
54.TCP 192.168.0.17 190.60.233.52 20 77128

66 TCR 192.168.0.17  190,60,233.52 21 0.3300

60 TCR 190.60.233,52 192.168.0.07 22 23,8380
66 TCR 1906023357 192.168.0.17 23 127580

54 TCR 192.163.0.17  190,60.233.52 24 a.0720
1381 TER 192.168.0.17  190.60.233.52 25 0.5000
13184 TCR 192.168.0.17  190,60.233.52 2 a.2100
&0/ TCR 190.60.233.52 192.168.0.17 22 35,6560
1514 TCR 192,168,017 190,60.233.52 28 0,240
66 TCR 190.60.233.52 192.168.0.17 Fil 2.0080

66 TCR 190.60.233.52 192.168.0.17 30 1,0000
66 TOR 1906023357 192.168.0.17 a3 3.7u80

66 TCR 190.60.333.57 192.168.0.17 33 60480
66 TCR 190.60.333.57 192.168.0.17 33 6.3600
60 TCR 190.60.733.57 192.168.0.17 34 0.6840
24874 TCP 192.168.0.17  190.60.233.52 35 0.1480
60 TCR 190.60.233.52 192.168.0.17 36 4,3340
7974 TCP 192.168.0.17 190.60.333.52 37 0.1000
60 TeR 190.60.233.52 192.168.0.17 38 33,9920
a0 TER 190.60.333.57 192.168.0.17 38 0.0040
60 TCR 190.60.733.57 192.168.0.17 40 0.0020
60 TCR 190.60.33.57 192.168.0.17 41 0.0000
14654 TCP 192.168.0.17  190.60.333.52 42 0,1660

Once the results for the QoS metrics were obtained, these
were placed in graphs using the MATLAB tool for the analysis
of the behavior during the 10 minutes of the test. Thus, it was
possible to determine the variation in time of each of the metrics
in the different tests scenarios and verify that each metric
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shown for each of the conducted tests (Fig. 23).
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Fig. 23 Example of calculation and average of the QoS metrics obtained in different tests scenarios

remained in the range of optimal and efficient values, which

Delay E2E - Download test, repository server
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ensure a level of strong and reliable offer (based on the type of
information handled and complying with the standards and
objectives from the project). This graphic representation
process was documented for its subsequent analysis (Figs. 24
and 25).
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Fig. 25 Example of plot for the QoS metrics for the different test scenarios

In the tests focused on the local measurements (scenarios 1
and 2), it was determined that for the type of information
analyzed in the cloud server (DICOM images form a patient),
the server exceeded the minimum standards that must be
considered regarding the delay, latency, bandwidth, throughput
and efficiency, confirming that the TIGUM group has excellent
quality parameters that guarantee the efficiency, reliability,
quickness, effectiveness and stability in the service. Said results
are shown in Tables I and II.

TABLEI
TEST SCENARIO 1 RESULTS

Metric Test 1 Test2 Test3  Test4  Test5 Test 6

Delay E2E (ms) 0,284 0,508 0,630 0,478 0,741 0,029
Latency (ms) 1,513 2,317 3,481 4,384 0,291 0,156
Jitter (ms) 1,239 2,171 3,098 3917 2,600 0,128
BW available (Mbps) 2,198 2,992 2,100 2,166 2,155 19,194
BW variation (Mbps) 0,743 1,052 0,746 0,754 0,781 6,431
Efficiency (%) 108,60 148 104 107 106,5 984,3
Instant TH (bps) 0,629 0,875 1,107 1,136 0,638 5,238
General TH (Kbps) 879,37 492,39 387,25 4349 337,33 8557,9

BW = Bandwidth, TH = Throughput, E2E = end to end, ms = millisecond,
Mbps = Megabits per second, bps = bit per second, Kbps = Kilobits per second.

For the tests conducted remotely (scenarios 3, 4 and cloud
scenario), the QoS metrics levels and the average of the results
for each of them decreased significantly regarding the tests
conducted locally. It is worth mentioning that the cloud server
guaranteed an efficiency and offering level of over 80%
(according to the QoS metrics), thus fulfilling the availability,
strength and accessibility parameters that were evaluated
throughout the article. These results are shown in Tables II1-V.

TABLE 111

TEST SCENARIO 3 RESULTS
Metric Test 1 Test 2
Delay E2E (ms) 19,263 0,412
Latency (ms) 115241 2,747
Jitter (ms) 96,158 2,491
BW available (Mbps) 0,020 3,028
BW variation (Mbps) 0,007 1,062
Efficiency (%) 97,4 149,61
Instant TH (bps) 0,012 0,893
General TH (Kbps) 6,489 606,33

BW = Bandwidth, TH = Throughput, E2E = end to end, ms = millisecond,
Mbps = Megabits per second, bps = bit per second, Kbps = Kilobits per second.

TABLE IV
TABLE II TEST SCENARIO 4 RESULTS

TEST SCENARIO 2 RESULTS Metric Test 1 Test2 Test 3 Test4 Test 5 Test 6 Test 7

Metric Test1 Test2 Test3  Test4  Test5 Test6 Delay E2E (ms) 1,106 1,106 0,347 0,020 1,222 0,933 7,030

Delay E2E (ms) 0,354 0,728 0,775 0,021 0,683 0,497 Latency (ms) 10,275 7,447 2,208 0,125 7,785 5,543 42,333

Latency (ms) 2225 2,531 3,022 0,116 6,455 2,198 Jitter (ms) 9,200 6,459 1,906 0,105 6,849 4,887 35,303

Jitter (ms) 2,054 2,256 2,590 0,095 5,924 1,814 BW available (Mbps) 1,739 1,636 2,023 27,95 1,942 2,720 0,039

BW available (Mbps) 3,388 2,111 1,996 26219 2276 1,848 Banrigtion (Mbps) 0,677 0,627 0,692 9,345 0,740 1,029 0,013

BW variation (Mbps) 1,178 0,776 0,736 8,816 0,811 0,630 Efficiency (%) 86 81 100 138 96 134 191

Efficiency (%) 167 104 99 129 112 91 Instant TH (bps) 0,514 0,496 0,589 8,123 0,568 0,777 0,023

Instant TH (bps) 1,003 1,100 1,041 7590 0,687 0,969 General TH (Kbps) 226, 226,1 720,1 12401 204,5 268,0 17,78
General TH (Kbps) 706,62 430,49 487,36 11836 366,15  622,0 BW = Bandwidth, TH = Throughput, E2E = end to end, ms = millisecond,

BW = Bandwidth, TH = Throughput, E2E = end to end, ms = millisecond, Mbps
= Megabits per second, bps = bit per second, Kbps = Kilobits per second.

Mbps = Megabits per second, bps = bit per second, Kbps = Kilobits per second.
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TABLE V
TEST SCENARIO CLOUD RESULTS
Metric Test 1 Test 2 Test3  Test4
Packet size (Bytes) 1527 4128 1014 1094
Delay E2E (ms) 3,31 0,61 0,29 380,51
Latency (ms) 16,25 0,05 11,83 5,75
Jitter (ms) 15,09 0,56 11,61 380,35

BW Available (Mbps) 353,98 543,55 111,42 59,14
BW Variation (Mbps) 184,15 358,85 58,57 37,57
Instant TH (bps) 37,17 10,04 49,96 32,44
General TH (Kbps)  3536,46 52737,09 26979,94 22,46

BW = Bandwidth, TH = Throughput, E2E = end to end, ms = millisecond,
Mbps = Megabits per second, bps = bit per second, Kbps = Kilobits per second.

B. Results from the Data Mining

Once the consult of 20 images was conducted using two
selected search types, the tabulation of the obtained results was
conducted regarding the search times obtained in the sequential
search and the search with decision trees, obtaining the
following results shown in Tables VI and VII for the 20 tests
with 'patient.php' script and the 'doctor.php' script.

TABLE VI
TESTS OF SEQUENTIAL SEARCH VS. DECISION TREE SEARCH - PATIENT
Test DNI SeqS Time DTS Time
1 79000207 0,00001692 0,00001406
2 95444191 0,00022697 0,00001597
3 79002145 0,00003409 0,00001811
4 79008980 0,00005006 0,00001311
5 79001261 0,00022506 0,00001502
6 79404495 0,00001406 0,00001406
7 85687381 0,00031208 0,00001406
8 79404918 0,00002408 0,00001502
9 92711292 0,00001502 0,00001287
10 79007138 0,00002098 0,00001192
11 79404813 0,00003195 0,00001406
12 79273261 0,00001287 0,00001382
13 79007771 0,00014059 0,00001375
14 99999063 0,00001716 0,00001287
15 79026311 0,00002098 0,00001215
16 83342000 0,00001597 0,00001406
17 79000433 0,00019097 0,00001408
18 81489583 0,00005316 0,00001602
19 79530632 0,00005483 0,00001311
20 79007371 0,00001315 0,00001502
Average 0,000074548 0,000014157

DNI = Document identification number, SeqS = Sequential Search, DTS =
Decision tree Search.

We can observe that based on the averages obtained from the
20 conducted tests, the obtained search times for both the
'patient.php' script and the 'doctor.php' script, present a decrease
relation when the decision trees are applied. The results show a
decrease of approximately 16% when compared with sequential
search. This confirms the optimization in the search of
information in the database from the TIGUM group’s server
when using decision trees.

To verify the behavior of the results throughout the tests, we
made the corresponding graphs for Tables VI and VII (Figs. 26
and 27).

This result is due to the fact that at the moment of conducting
the search of information through different specific criteria, the
system does not need to analyze each result in a sequential way
based on only one criterion (DNI), but it instead focuses on the
search using the 4 and 5 criteria present on the decision trees,
something that minimizes the result possibilities and thus,
optimizes the search times. In turn, through the amount of
obtained results, we were able to determine the decrease
regarding the false positives that can be obtained while
conducting the sequential search in comparison to the search
with decision trees. Said results obtained from the 20 consulted
images are shown in Table VIII.

TABLE VII
TESTS OF SEQUENTIAL SEARCH VS. DECISION TREE SEARCH - DOCTOR
Test DNI SeqS Time DTS Time
1 79000207 0,00001292 0,00001006
2 95444191 0,00023869 0,00001397
3 79002145 0,00003309 0,00001411
4 79008980 0,00005606 0,00001111
5 79001261 0,00022506 0,00001202
6 79404495 0,00001406 0,00001406
7 85687381 0,00037208 0,00001206
8 79404918 0,00002452 0,00001302
9 92711292 0,00001522 0,00001287
10 79007138 0,00002098 0,00001092
11 79404813 0,00003195 0,00001306
12 79273261 0,00001384 0,00001382
13 79007771 0,00014059 0,00001375
14 99999063 0,00001711 0,00001287
15 79026311 0,00002098 0,00001215
16 83342000 0,00001597 0,00001706
17 79000433 0,00021091 0,00001208
18 81489583 0,00004578 0,00001202
19 79530632 0,00005846 0,00001311
20 79007371 0,00001333 0,00001402
Average 0.000079080 0.000012907

DNI = Document identification number, SeqS = Sequential Search, DTS =
Decision tree Search.

Through the obtained averages, we can observe that the
quantity of images consulted using the sequential search is
substantially greater compared to the search using decision
trees. We calculated the sensibility and specificity percentage
with (8) and (9), which determined the capacity the system had
to detect the amount of correct and incorrect searches regarding
the total amount of results obtained in each case. Finally, the
percentage of avoidance of false positives was calculated by
applying the decision trees, obtaining a result of 58%, thus
determining that the efficiency regarding the search of DICOM
medical images when applying the data mining technique was
successful in each test (since only one result was obtained,
which corresponds to the expected result in each test) and thus,
guarantees an optimal offer level for the service. These are the
results, because at the time of conducting the search with
decision trees, the search criteria conducted said process in a
detailed way, arriving to the expected result in a consistent and
concise manner.
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Fig. 26 Plot for time applying the sequential search vs. search with decision trees for the 'patient.php' scrip
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Fig. 27 Plot for time applying the sequential search vs. search with decision trees for the 'doctor.php' script

V.CONCLUSION

Cloud computing has allowed to generate opportunities in
different work fields, such as the health sector, the remote
monitoring of patients and the management of medical
information, which allow the development of a new approach
in the IT sector that must be implemented eventually in all
health areas. It has generated benefits for different information
systems based on the health sector. Cloud has not only focused
on the resolution of technical incidents, such as the storage of

data, the bandwidth and the reduction of costs through the
optimization of resources, it has also allowed to establish a bond
between technology and healthcare. Its implementation has
directly helped to achieve better results in the treatment of
patients and has provided new services focused on the health
sector. The fulfillment of the QoS metrics is an important factor
for the deployment and operation of the cloud services, since
these determine the level of offer that a service must provide,
and they must guarantee that the technical aspects, such as
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system efficiency effectiveness, reliability, speed and stability
are fulfilled. It is worth mentioning that the information
generated in the medical field, is a type of information
completely different to the one that can be generated in other
aspects from the IT sector. The medical information is
classified as semiprivate and classified, which is why it must be
treated with a completely different priority compared to the type
of information that exists, for example, in the
economic/financial field, since the medical one does not only
possess numerical or statistical data. The wrong use, managing,
administration and handling of medical information may result
in a bad procedure that can subsequently harm the health and
life of a patient.

Decision trees as a data mining technique allow to conduct
the management and administration of the information in an
optimal and precise manner. The implementation of said
technique allows us to improve aspects related to the times
taken to search for information and minimize the waste of
resources on the network and hardware level, while also
avoiding the appearance of false positives in consult and
download of information processes, thus providing a more
efficient and reliable service available for the user.

Cloud computing has allowed to generate benefits in
different information systems based on the health sector. It has
not only focused on the storage of data, the bandwidth and the
reduction of costs through the optimization of resources, but
also allowed to establish a bond between technology and
healthcare. Its implementation has directly helped to achieve
better results in the treatment of patients and has provided new
services to the health sector.

TABLE VIII
TEST OF SEQUENTIAL SEARCH VS DECISION TREE SEARCH — FALSE POSITIVES
0, 0, 0,
Test DNI %eglf goTlg Sensi/:ivity Speci/;icity A{;P
1 79000207 2 1 33% 67% 33%
2 95444191 29 1 3% 97% 93%
3 79002145 6 1 14% 86% 71%
4 79008980 12 1 8% 92% 85%
5 79001261 33 1 3% 97% 94%
6 79404495 1 1 50% 50% 0%
7 85687381 37 1 3% 97% 95%
8 79404918 5 1 17% 83% 67%
9 92711292 1 1 50% 50% 0%
10 79007138 4 1 20% 80% 60%
11 79404813 9 1 10% 90% 80%
12 79273261 1 1 50% 50% 0%
13 79007771 4 1 20% 80% 60%
14 99999063 19 1 5% 95% 90%
15 79026311 4 1 20% 80% 60%
16 83342000 2 1 33% 67% 33%
17 79000433 1 20% 80% 60%
18 81489583 24 1 4% 96% 92%
19 79530632 15 1 6% 94% 88%
20 79007371 1 1 50% 50% 0%
Average 10.65 1 21% 79% 58%

DNI = Document identification number, SeqS = Sequential Search, DTS =
Decision tree Search, QoR = Quantity of Results, AFP = Avoid false positives.
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