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On-line Recognition of Isolated Gestures of Flight
Deck Officers (FDO)

Deniz T. Sodiri, and Venkat V S S Sastry

Abstract—The paper presents an on-line recognition machirgessions. In addition to that, a feedback has to be proviled t
(RM) for continuous/isolated, dynamic and static gestures that arigfe trainee about his/her performance for training purpose

in Flight Deck Officer (FDO) trainingRM is based on generic pattern  gagtyre recognition problem is akin to temporal pattern

recognition framework. Gestures are represented as templates usingo nition problem. It h mmon br rties with other
summary statistics. The proposed recognition algorithm exploitsteﬁ‘?— gniion probiem. as co on properues othe

poral and spatial characteristics of gestures via dynamic programmFﬁ‘@npor_"J‘.I pattern problems such as speech and hand. yvriting
and Markovian process. The algorithm predicts corresponding indeecognition. For these problems and gesture recognition, a
of incremental input data in the templates in an on-line modgside range of recognition techniques have been proposéd wit

Accumulated consistency in the sequence of prediction provides,&rious success rate. Neural network 5], [20], [12], [21]

similarity measurement (Score) between input data and the templates. . - .
The algorithm provides an intuitive mechanism for automatic detegeynamlc time warping, [11], [4] , hidden markov model [10],

tion of start/end frames of continuous gestures. In the present papéfl, [13] and some other ad hoc methods [8] are among
we consider isolated gestures. The performancBNMfis evaluated these techniques. But most of these efforts do not readily

using four datasets - artificial (WTest), hand motion (Yang) and |end themselves to on-line recognition. During the lastdes

FDO (tracker, vision-based RM achieves comparable results whichyjggen Markov Models (HMM) and its variations, hybrid and
are in agreement with other on-line and off-line algorithms such ast . th fh ttracted a h ttenti bsE
hidden Markov model (HMM) and dynamic time warping (DTW).eX ensions thereof, have attracted a huge attention. ues

The proposed algorithm has the additional advantage of providity the development of HMM toolkits such as HTK [18],
timely feedback for training purposes. several applications have been developed in temporalrpatte

Keywords— On-line Recognition Algorithm, Isolated recognl_tlon domain. . .
Dynamic/Static Gesture Recognition, On-line Markovian/Dynamic /N t.h's paper, the aut.hors propose an on-line reCOgn'“Q”
Programming, Training in Virtual Environments. machine RM) for dynamic and static gesture under a generic

recognition frameworkRM consists of classical pattern recog-
nition components such as preprocessing, modelling/aisaly
. INTRODUCTION language and recognition algorithm. The characteristitufes

ECENT advances in technology have put computef$ the proposedRM are : its ability to address inter/intra
at the centre of daily life. Yet, lack of naturalness ifPersonal spatial and temporal variance, ability to deahwit

the interaction methods with computers still encumber sisepoth dynamic and static gestures in a continuous or seguhente
From that perspective, gesture, one of most used meansggsture streams, determine the start and the end of a gesture
the communication among humans, has been investigated dsrpart of recognition task and construct a base for addition
potential interaction scheme in some domains in the recdfedbacks, assessments for training purposes. The recogni
decades. tion algorithm conceptually is an on-line template matghin

In the context of human computer interaction, a gestuf@chnique and it involves aspect of dynamic programming
is defined as ”... expressive, meaningful, body motion ,-i.dechnique and Markovian process.
physical movement of the fingers, hands, arms, head, face of he remainder of the paper is organized as follows: A
body with the intent to convey information or interact witiet formal definition of problem and related issues are presente
environment.” [19]. in Section 2. Then, an overview of the proposed recognition

The present study is motivated by a need to recogniE@Chi“e and its components are elaborated in Sect?on 3.
automatically Flight Deck Officer (FDO) gestures for traigi The components_oRM are _detalled under_ _two subs_ectlons
purposes. FDOs are in charge of ensuring craft and maintaindesture modelling/analysis and recognition algorithm. |
ing operational status and readiness. For example, saficon Section 4, a comparison of the proposed algorithm with HMM
of flight deck operations for helicopter such as launchin@'d DTW and other possible techniques for the components
and recovering on board are some of their responsibilitied® discussed. The performance of the proposed algorithm is
This study aims to remove the role of the instructor, bgvaluated using fogr. data sets - artificial data set [9] , FDO
automatically recognizing FDO’s gestures to provide redtyrdata (tracker and visions-based) sets and hand motion efata s

means to interact with the virtual environment during tirgn - Yang [6], in Section 5. In the last section, conclusion and
future work are presented.

Deniz T Sodiri is a PhD student in Defence Academy of UK, Crédfie
University, Swindon, UK(e-mail: d.turan@cranfield.ac.uk). II. DEFINITION OF THE PROBLEM
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computing in Defence Academy of UK, Cranfield University, Sson, UK The task at hand needs to address some of the fOIIOW'ng
(e-mail:v.v.s.s.sastry@cranfield.ac.uk). issues: Spatial and temporal variance; repeatability amd c
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nectivity; start/end frame detection [13]. While spatialiaace B
accommodates shape, rotational and translational \amith % = |'|'|:|'|'|;|:|bﬁ)| [TTTTITTITTI |Il
space, temporal variance accounts for velocity changes. Ir PP _
addition to these variations, in a continuous gesture strea R TP TOC S
like in a sign language, consequently multiple repetitidn o l[x,z\cm. 5 0.7 M
gestures or transition from one gesture to another gesture Membership - p—
makes the recognition task non-trivial as it involves ditec Degree T Models
of completion of a gesture (segmentation). Specifying the s
and end frame in advance or during performance is also a l[M’V’ N 2]
burden. It interferes with the naturalness of the intececti VT
On the other hand, an automatic prediction of start/enddsam 1 Predictor
of gestures makes problem more challenging . Note that, for Vs Ny 52,30
example, in speech recognition, silence is used as a delimat Eeare Pre Ro Lansuase
for start and end of a word. In gesture recognition, spatidl a Fstimator
temporal properties of unintentional or undefined movement l[V:Q-S R, My, 4]
and genuine gestures are potentially similar. In addition t Path
these, the problem is sensitive to environmental noise ds we Assessor
Taking into account these issues, the problem can be state: S @ V5 o]
as a five-tuplgC, L, H, F, B) C accounts for gesture models <+ Decider
with cardinality of w. Thus C = (C1,C9,Cs,---Cy, ). L Re

Length or period of gesture models are represented with the

setL (L = (I, I3, Iy- - I-)). Each gesture may have differenf 8 & Cotetens B o et St amedi—Membersh
period. A leslSSC’i, consists Ofn number of channelsk{; ;) degreeé; V=Current Predpicted Induces of Fran?es; N:Nexiitﬁteetilndexes;
each of which constructed with a sequence of a feaffjre n,,=Membership Degree of Next Indexes; S=Scores; Q=Path Amsess
from the feature or alphabet sdf & { f1, f2, f3--- f,}). For Rc=Recognized Class)

convenience, features at a certain time is referred to aanaefr

in this article and sequence of frames determine a gestuee. B

ann dimensional input bands or channels which consist of th@e channels of classes to obtain channel membership degree
historical set of incremental frames,. Each cell or unit in curves. In each class, channel membership degree curves are
the band, contains one frame. Since, the frames are obtaifé@regated to obtain a final membership degree cubv, (
incrementally, at a time, only the present and previous datavhich represents the membership degreexab the class.

on the band are accessible. Thils= {b;, b, b3, - - -, b; }. In the frame predictor component, given the most recently
Similar to Pavlovic's [14], a temporal class or gesture capredicted frame () and M , next frame (V) is predicted.
be defined as follows : Then, in the following componerfscore estimatorjcores §)

A tempora| C|aSEC’Z', is a trajectory of frames in the form ofare estimated based on cumulative prOdUCt of Slml'a”t;Df&C
channel templatesH; ;...,,) in a i dimensional feature space(©), which consists of distance functio&), and membership
F , over a defined time intervaj. degree of predicted framesy). In the final two compo-

In the present study, the gestures of interest are eithéic st@i€nts, some conditions are checked whether a recognit®n ha
or dynamic. Static gestures are those that have certairs pog@erged. The components of RM are further elaborated in
or configuration where trajectories remain approximateiie following two subsections: Analysis & Modelling and
same for the period). On the other hand, dynamic gestureRecognition Algorithm. Note that, capital letters , such as
are the motion whose trajectories vary spatially with timé/, M, N, S, My are used to denote a component related to
Using the above notation, the problem can be stated as: all gestures. A subscript on these letteis, M;, N;, My,

indicates the data related to ttfé class.
Given a sequence of input frames (and heBgéncrementally,
develop an algorithm or a recognition machineM) to . .
recognize the gestures to which it belongs. A. Analysis & Modelling
Analysing & Modelling part of RM is responsible for
I1l. RECOGNITION MACHINE acquiring raw data from source, storing raw data on the input

Recognition machine is implemented according to the clasand (B), preprocessing, extracting feature and modelling
sical pattern recognition framework [14]. Figure 1 illetgs classes. The main purpose of modelling stage is to build the
the components of RM. A brief outline of the recognitioiemplates for the gestures under consideration.
machine is as follows: The recognition machine (RM) has Recognition machine is fed by 5@ dimensional bandR).
nine interacting components. RM is fed by a sequence of inppically, contents ofB are obtained from source devices via
frames or input band, of which properties are defined in theinput devices. Preprocessing component carries out stingoth
problem statement. Subsequent to acquiring data incredhenttransformation and feature extraction tasks in that owiter
from the band &(t)) at each discrete time, data is pre- smoothing the raw framegt), necessary transformations are
processed. Then, pre-processed dada i6 matched with all performed.
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A template accumulates the trajectory of a class channelMembership degree curves/() estimation involves a par-
with two statistical parameters , mean) (and standard de- tial on-line template matching operatiod/{ = P(X|C;)).
viation (¢) at each discrete time step. It is assumed that ltestimates the probabilities)(;) of the input frame X)
any discrete time, the underlying distribution is gaussiétle belongs to the frames of each class modé})(in two
steps of constructing a template are described as follovesages. The first stage is a low level channel membership
First step is to decide comprehensive and distinctive abatilegree {/; ; = P(X;|H; ;)) estimation. The second phase is
and temporal feature vectdf]. Due to temporal variance, aggregation of channel membership degréds(..,) in order
training cycles have various lengths. Average length of ab obtain ultimate class membership degr&g), Membership
the training cycles of a class is used as the period of tdegrees {/; ;, M;) are computed as follows:
class (;). Having estimated the period for the classes, then,
all the training cycles are either stretched or compreseed t
the length of the periodZ{). In addition to that, sub events in
the training cycles are aligned to occur at the same indexes
during compression and stretching. Note that, these dpesat
are performed only while constructing the templates. Bnalwhere H,,, ; and H,, ; correspond to statistical mean and
the aligned , stretched and compressed training cyclessagt ustandard deviation parameters of the channels respegctivet
to construct the templates by using summary statistics fimegarameter); ; accommodates intra-membership degree re-
and standard deviation). distribution. Intra redistribution regulates memberstiggrees
among the indexes which are aligned during training phases
because of temporal variances of sub events.

. . ) . Frame predictor component predicts possible position of

The recog.nmon algprlthm concept'ual'ly IS an Qn-hne tem[he input frame in the class templates given the membership
plate mat_chmg_ technlque._ The main idea t?eh'”d recog'Ex'égree curve XI;) and most recently predicted frame index.
!IIOH algorithm is to.explon sequential consstgncy of thﬁ1dex of the local maximal{;) travels within the membership
input fram_es accordmg to class mo_dels by using dynam&%gree curve from beginning to end with a monotonic and
programming paradigm and Markovian Process. S_equemi'ﬁ‘!:reasing order, if the input data belongs to the classhs. T
consistency or so-calle@core (S) addresses similarity be-jo, t frame creates a local maxima in the membership degree
tween the incremental input data and the class moSeisies curves wherever the frame is closer to the template frames.

employ .similari.ty factors @) for _each class with an on-.lin.e This characteristic of membership degree curve, namely po-
sequential decision process which involves some Iorenlg’“‘t'osition of the local maxima, serves to predict possible frame

The prediction process Is a probabilistig estimation.of "fidex. In the cases of multiple local maxima in the membershi
index of frames_ ) in each class_((') which are spatially degree curves , nearest local maxima in the neighbourhood of
ClOS(?St to the 'F‘p“t frameX) , given the most recently the most recently predicted frame index is considered.
predicted frame indexi(). On-line prediction and piecewise matching operation paves

f 'I;he .fc:kf)wm? twofrtr;]etrégstcan be cgnf\:\(lﬂered as S|m|tlgr| ay to resolve issues of temporal variance and identify
actors: A function of the distance)(.)) between consecutive start/end of a gesture. For each input frame, corresponding

]E)redlcted frr]ame w(;giexl(‘f)]; and a membﬁrsg!p degre;a of '.npuframes in the class templates are predicted. Thereforse the
rame tQ.t € pre |cte_ rameddy). The distance ””C“OT‘ operations enable to detect start and end frame of gestdre an
(x(.)) utilizes the consistency along the sequence of predlctg apt to temporal variances

input frames index /). A monotonic , steady incremental Even though score(S) is one of the major measurements
behaviour in the sequence of the predicted frame inde>ﬁ:I

int i ist imilarity bet the input fea aicating similarities, it does not accommodate any infar
POINtS out consistency or simiarity between the inpu M tion in itself what time or in what condition it is appropesato

3.”? the classbmt\(l)vdel otfhlnterest. In otther V(;’f)rtd‘;’ fsmall P‘?'t'declare a recognition. Order of predicted indexes or thie pht
istances 4) between the consequent predicted frame in EXGBserved indexes would help more accurate declaratiorseThe

shows a possible recognition. A detailed and exemplifie0 erations are employed in thRath Assessocomponent. It

discussion of the distance function motivation can be fourb events premature or wrong recognition and provides auxil

n [17.]' In fact, the dlstancg functpn IS a t.ype gf rgdlal IlE"?‘Siary information to thedecidercomponent, in order to evaluate
function. Therefore, gaussian basis functiam &) is used 4 status and declare a recognition if one has emerged.

in this paper [1]. The similarity factors (distance funatio ¢ js stated that in a consistent recognition, the predicted

W(A) and membership degret/y) scoreof classCi (Si) frame index N; must be in an order, namely follow a

are estimated as follows: monotonic increasing path from beginning to end within the
membership degree curvé/(). In this study, it is assumed

(X—Hp, )2

n - -
H Mij 3 Myj=e "o 2
j=1

B. Recognition Algorithm

Ajr = Nij=Vie : U(Aiy) = e =t tha_t,M is consolidated by four consecutive part or milestones,
’ ’ ’ ’ .2 Qi={4i1,4i 2,43, 9,4} which are referred to apath in the
©ir = My, ,U(A;) = My, be—%*’ (1) rest of the paper. Each part occupies a quarter of classdperio
' T ' Y (O <giq < 0.25%l; < qi2 < 0.5%]; < q;i3 < 0.75%l; < Qi 4 <
S, = H 0,, gi,a ). This component ensures that, all the parts are observed
il with a monotonic increasing order from; to ¢; 4. Note that,
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gi,4 is followed byg; for continuous recognition. If any jump In addition to that, in on-line recognition, the proposeglal
occurs in the path , for example frogn, to ¢; 3 or ¢; 4 rather rithm provides more control parameters (e.g. path assgssor
thang; o, score and path will be reses(=0,Q; = ¢;1). to prevent premature or incorrect recognition, unlike HMM.
In addition to these, it is also expected that, a suffici®ht Maximum likelihood criteria and some threshold mechanism
(a threshold, at least, 10 % of class peridgd,10) has to be are the only available methods when using HMM. It is worth
observed in each part to build a confidence for the observeating that controlled recognition is critical for traigirand
path. Therefore, this component also holds the number feedback. For example, iiangandW T'Test2 experiments ,
N; # V; observations (path ag@A) for each path part it is observed that, while HMMs misrecognise some deformed
(qa; 1,902,903, 9a;.4). and uncompleted gestures, the proposed algorithm rejects t
Having accumulated current status (path assessor, scergg recognition , which is vital for a reliable training.
), now, it can be decided whether or not a recognition hasThe proposed algorithm conceptually is a template matching
emerged. Following conditions have to be met for an on-litechnique in which time warping is employed in an on-line
recognition R¢): 1- The path ;) has to be in a sequentialmode. In this sense, it is similar to dynamic time warping
order in terms of the predicted frame indexes aidmust be (DTW) apart from off-line mode. Recall that, DTWs make
in the final part Q; = ¢;.4). 2 - The duration in each pa@24; comparison between a reference and input template. Bugin th
must be greater than a threshold eg. 10 % of class period.pgeposed algorithm, only an input frandé is compared with
S; has to be maximized among the classes of which the patkference templateS;. Moreover, in the proposed algorithm,
include the final part@; = g¢;.4) since the distance operations are carried out over the mem-
bership degree curves (membership probabilities), thesis$
common distance unit in DTW is eliminated.
The components of recognition algorithm have scope of
A class C; can be thought of as a chain df; states further improvement. The task of some components can be
(s;), each of which consists of channels. Approaching thecarried out by other conventional algorithm. For example,
template as a chain of states enable us to make the analggy function of frame predictor component could be replaced
between the proposed recognition algorithm and widely useg a function approximation algorithm such as RBN neural
algorithms such as Hidden Markov Model (HMM) and Dynetworks [1].
namic Time Warping (DTW). HMM is a stochastic finite state
automate , in which emission of observations and transtion
between states are expressed in a probabilistic manner [2],
[15]. DTW is an off-line template matching algorithm, in In order to assess the performance of the proposed algo-
which time dimension is warped monotonically and increasithm, four data sets are considered in this paper. The first
ingly in a window bandwidth , in order to minimize thedata set is an artificial data set (Wrest) which enables to
distance between input and reference template. The prdpoperform parametric analysis. The remaining data sets come
algorithm can be reduced to Hidden Markov Models as feom real world applications involving user interactions i
special case. For example, the distance functibh gnd the virtual environment (VE). The interaction gesture data set
membership degrees curvell{) approximately correspond involves trajectories of hand motion while drawing shapes
the transition and the emission probabilities in HMM , respein a virtual environment. The final two data sets are related
tively. to FDO gestures which are gathered in two different ways
In the domain of gesture recognition for training purposes,computer vision (FDCOCV) and tracker based (FDOT).
the algorithm eliminates some issues of HMM such as trajningrior to conducting experiments, a PCA based similarity
decoding, evaluation [15]. Compared to speech, which is oneasurement (EROS) is applied to estimate intra disparity
of the main application area of HMM, a gesture trajectory igharacterization of the data sets [22]. In this paper, wepaom
not as complex as speech. Therefore, unlike HMM, modellinhe performance of the proposed algorithm with HMM and
of gesture data does not requin@denstates which aims to DTW in an off-line fashion. But main emphasis is given
represent unknown infrastructure. Gesture data or tjes; to HMM in the experiments. Experiments are conducted in
roughly speaking, are well observable, unlike speech. Morggreement with previously published studies [9], [6]. b@if
over, the proposed algorithm does not consist of trainind) anross validation scheme is used for training and testing.
modelling issues of HMM such as optimal number of states, DTW is implemented with 0.2 Sakoe-Chiba band window-
topology, transition and emission probabilities . For eplan ing [3]. Class models of the recognition machidg) @re used
in HMM, EM or Bauch-Welsher algorithm are used to estimatas the reference templates in DTW and input templates are
optimal transition probabilities, in a way to maximise thetretched or compressed to have identical length with tlee-re
transition expectations. In this sense, the distance ifumct ence templates. HMM algorithm is applied using HTK toolkit
directly employs the expectation which is that transitioonf [18]. Several configuration of states and topologies sudafas
a frame or state to the neighbourhood frames that are meéweright (Ir), left to right one skipils) and ergodic €r) are
probable than to the remote frames. Moreover, evaluation aconsidered. EROS employs weighted Frobenious norms to the
decoding are run straight away in the proposed algorithmigenvector and eigenvalues of principal components which
Transparent decoding provides valuable feedback foritmgin are obtained from covariance matrices of temporal classes
purposes and synthesis. represented as matrices. In the evaluation part, EROS oses n

IV. DISCUSSION

V. EXPERIMENTS
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there are approximately 100 training samples. The quafity o
data set is very poor. Because of the shapeirafe, rectangle

and triangle gestures, there is a remarkable similarity in the
data set. Each gesture is represented by following features
smoothed coordinate positions, their gradients, and angul
velocity. Previous work on Yang data set achieves about 2.1
% recognition error [6].

Ahoad

i

Complete Fueling

% eg C. Flight Deck Officer - Vision Based (FDOV)
! l" Computer Vision based gestures are collected via an average

El
2y

e R, SR quality desktop web cam. Collected videos are pre-prodesse

‘ ‘ A to extract the position of hands:,y). Three different users
Fig. 2 Static and dynamic FDO gestures performed the gestures. 18 out of over 40 FDO gestures are

considered in the present paper (Figure 2, middle). These
gestures accommodate all challenges which one would come
cross during FDO’s gesture recognition. Data set consist of
four static gestures (Affirmative, Clean, Hold On, Neg3dtive

hich consists oft ber of les of cl of intere six dynamic gestures (Ahead, Back, Wave Off, Down ... ) and
which consists o numbuer of samples of class ot INETeSty; p i hy i gesture (Left, Right, Fire ...) , in which while

High values of precision (% 100) indicates higher disparitgne hand is static, the other hand is dynamic. The data set

in data set. Further information about EROS can be found .in :
[22] includes over 70 samples of each gesture. Each raw gesture is

represented by stream of four coordinate datay) for each
hand. The coordinate datay and their gradients are used as
A. Synthetic data set WTest [9] feature vector.
W _TTest is a parametic data set and consist of three classes
A,B and C and each of which has three channels3(~). D. Flight Deck Officer - Tracker Based (FD®T)

Period of classes are 100 time units. It must be noted thaicparacteristics of this data set are similar to FO® apart
apart from a couple of frames, class A and B are identicghy 5 couple differences in the way data is collected, size
to each othe_r. In noisy circumstances, these distinctaaés of data set, and number of person performing the gestures.
could also disappear. _ _ FDO_PT is collected via a tracker device (Polhemus FasTrak)
W_TTest addresses the following challenges: multiple chagr \yhich two sensors acquire the position of hands in a three

nels, spatial variance, temporal variances in the form gfinensional coordinate system, ¢/, z). FDO.PT compromise
periodic and sub event, gaussian nqse andllrrelevant e"m””about 150 samples for each class and these samples are
These challenges are controlled with following parametéis | jected only from a single person in different sessions.

duration or periodic variance; variance in sub events’ posi-gimijar to FDQCV, each raw gesture is represented by stream
tions; h, variance in sub events’ amplitude; noise level and of six coordinate datax( y, z). But, for feature , coordinates
irrel, irrelevant channelsl,, B,, Cs which seems to CONVeY o right and left hand £, y, 2) are transformed to angular
a message but in fact it is random and unrelated to the Clal%satures(@, 3, ~) which correspond coordinate angles between

Apart from irrel , other parameters range in the interval 0fyeq and hand position in the local coordinate system. Hence
[0,1] where 0 indicates that the parameter of interesffigrrel a,3,~ and their gradients are used as the feature vector.
parameter is eithesn or off. The noise is distributed uniformly

parametric KNN neighbourhood schenmie=¢ 1,2,3---10) to
evaluate the disparity in data sets. Precision/Recalliosein
EROS accommodates proportion bfto the volume (recall)

and randomly in the data set. For a detailed definition of the

dataset ,the interested reader is referred to [9]. Expertisne ol h )

are conducted over different values of noise levgls- 0.1 ool ) e
and g = 0.2 which are referred as WTestl and WTTest2 o oor e —
in the rest of paper. Other parameters are fixed as follows £ °°f 1
h=d=0.20c¢=0.1, irrel on. Actually, W.TTest2 , due to ol ]
high noise, accommodate unclassifiable samples (6-8 %) to ozt = Woress |
check reliability of the algorithms. Both data set (West1, oif = S|l
W _TTest2) consist of 1000 samples for each classes. Raw data 81 oz esoa s _pe o7 os oo

is used as features in both experiments.
Fig. 3. Average Recall/Precision of data sets by using ER®S=(
1,2,3,---10)).
B. Gestures for Interaction in VE - Yang [6], [7]
Yang data set is a part of full body gesture data set
compromising over 40 body motions [6], [7]. The gesture set VI. RESULTS
consists of eight hand gestures of which is represented byPrior to discussing recognition results, intra disparityh®
three coordinates (x,y,z) at a given time. For each gestudatasets are analysed by EROS. For the sake of clarity and
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TABLE |
HMM RECOGNITION ERRORRATES

3Ir | 5Ir 10Ir 3lIrs1 5lrs1 10Irs1 20Irs1 3er Ser 10er

20er
2227385

WiTestl | 0.652.2 | 01305 070 % 11736 % 14718 11 0.1705 % 23754 I] 627119 I] 13.2;20.711 16.83725.7 % 175527 I[

WTTest? | 43737 | 3726 | 83776 | 1417127 | 44737 | 29724 | 1897252 | 1987232 | 237239 | 248727 | 207719 | 163726 |

Yang 0750 070 070 | O0F0 | 030 | 03706 | 03706 | 02705 [ L7714 [ 13716 | 10316 | 16717 |

FDO.CV | 127144 | 04720 | 04721 | 03718 | 12748 | 08738 | 04724 | 00F41 | 16761 | 11337 | 19727 | 25F42 |
[ [

FDO.PK

01703 | 01703 | 0F0 | 0F0 | 050

W_TTestl g = 0.1) W_TTest2 g = 0.2), Yang and FDO recognition results when using HMM with diéfet states (3,5,10, 20) and topologies , left to right
(Ir), left to right skip 1 (Irs1) and ergodic (er). 10 fold cross validation scheme is applied to all data sets.

02704 | 0104 | 02305 | 02F04 | 01703 | 0.2F05 |

TABLE Il
RECOGNITION ERRORRATES (%)

RM HMM DTW EROS
W_TTestl | 0.9370.43 | 050 4.7374.05 | 21.3278.90 |
W_TTest2 | 7.8312.32 | 2.072.47 | 14.3377.46 | 22.5479.25
Yang | 0.86F1.00 | 00 27.08F27.07 | 22.6079.99
FDOCV | 1.95F1.47 | 0.3F1.8 | 5.63r14.71 | 28.25F11.50
FDOPT | 0.0970.14 | O0F0 0.03F0.01 | 4.7672.05

Recognition Error Results in Percentages (%) for online RM and HMM , DTW and EROS. For HMM, best results of the Table | is shown.

space, demonstration of intra class disparity of the dtgasassign them to a class without considering the quality of the
by EROS are omitted here. But the following observatiorsignal. In these circumstances, unlike HMMs, RM rejects to
are worth noting: There is remarkable similarity betweedeclare a defined class recognition and declares a non defined
class A and B in WTTestl and betweerRectangleand class recognition Rz = Cyon). This advantage of RM
Triangle gestures in Yang data set. Similar disparity resulis achieved by some heuristics along side with maximum
are also obtained for WTest2 data set. In FDOsgyegative likelihood criteria employed in thpath assessa@omponents.
and Affirmative gestures are similar due to common spatial Finally, the table 1l compares the recognition error (%)
and temporal properties. They are both static gestures aafithe proposed algorithm (RM) with other algorithms. Best
excepty channel (z coordinate), other channels are samesults of HMMs experiments from table | are shown in the
Therefore, unique eigenvectors and eigenvalues are moefbr table Il. EROS column shows the average precision of cross
for Negativeand Affirmativegestures in EROS. Other gestureslisparity for all neighbourhoodsk(= 1,2,3---10) for the
in FDOs are quite dissimilar. The figure 3 illustrates averaglata set of interest.
cross disparity in all data sets in which the disparity in The proposed algorithm (RM) achieves remarkable results
FDO_PT data set is higher compared to other data sets. Itdempared to HMMs and other algorithm, considering that RM
worth noting that FDOPT data set has higher disparity thars an on-line algorithm and others are off-line, the perfance
FDO_CV. This difference is largely due to reduced numbeare comparable. It is observed that in_TWest2 data set,
of channels in FDACV, combined with larger variation in performance of RM is decreased because of high ngise (
number of users while collecting FDOV data set. 0.2), which deforms and diminishes the sub events of the
Table | shows HMM recognition error for all data setsclasses.
HMM experiments indicate that they perform better wherestat
number is smaller (3,5, 10) and topology is left to right.dhc VIl. CONCLUSION

be concluded that, left to right topology is more appropriat |n this paper, we proposed an on-line recognition machine
for gesture recognition task. Similarly, although RM is@®  for gesture of FDO in the context of a training application.
topology, its frame prediction component is biased to makgecognition machine is based on the generic pattern recogni
prediction from left to right direction. Even though, HMMtion framework. Gestures are represented in a template. form
obtains comparable results as RM, during decoding of stat@cognition algorithm is based on dynamic programming and
sequence in HMM, small number of states, does not provigigarkovian process and it conceptually implements an an-lin
meaningful feedback which is critical for the training pases. template matching scheme. The algorithm predicts the index
Another important point of this study is that HMMs makeof an input frame in each class templates. Consistency in the
strong assumptions during recognition decision. HMMs deequence of prediction scores provides a merit for reciognit
clare recognitions even in the cases where recognitions &meaddition, the prediction process paves way for automatic
impossible or unreliable due to high noise and missing dadatection of start/end frames of gestures in a continusaarst
(table 11). For example , in Wlest2 data set, because of higlby exploiting path heuristics.
noise (g=0.2),in some cases ( 6-8 %), sub events emerge iThe proposed algorithm (RM) is compared with HMM and
the 8 channel of class B similar to class A, which make iDTW algorithm using a parametric artificial data set_(W/st)
impossible to segregate class A and B. Similarly, in Yangdaand three real word data sets (Yang, vision and tracker based
set, becasue of high noise and missing data, some gestlB®). Even though, RM is an on-line algorithm and uses
barely can be classified by even a human. Even those ,liasted historical data, it achieves comparable resultseg-
the result tables indicate HMMs make over estimation amdented data. Controlled declaration of recognition in thees
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of high noise and missing data provides an advantage oym] Thomas Hain-Phil Woodland Steve Young, Gunnar Evermahe. HTK
HMM. Moreover, RM provides more meaningful feedbacks Book, 3.2.1 Cambridge Research Laboratory Ltd, 2002. _
| b d traiect b lovi b 9] M Turk. Handbook of virtual environments: Design, implementation
(Onger 0 S_erve rajec _Ory)_ y employing more observable” 5, applicationschapter Gesture recognition, pages 223-238. Mahwabh,
states , unlike HMM which is generally successful on small  NJ: Lawrence Erlbaum Associates, Inc., 2002.
configuration (3-5 states) and on hidden states. It is wor@9] P- Vamplew and A. Adams. Recognition and anticipation ahdh
hasizi that DTW . iiv desi df i motions using a recurrent neural network, 1995.
emp a§!2|ng a are pl’lmal'l y designed for .O “IN§21] Simei G. Wysoski, Marcus V. Lamar, Susumu Kuroyanagi, arkira\
recognition , while the RM algorithm has been designed to Iwata. A rotation invariant approach on static-gesturegedtion using
deal with continuous gestures. Preliminary results of icont boundary histograms and neural networks. e
. fRM .. d RM achie [3282] Kiyoung Yang and Cyrus Shahabi. A pca-based similarityasoee for

ous gesture recognition o are prom|§|ng "’_m iev multivariate time series. IProceedings of the 2nd ACM international
far better results compare to HMM, which will be presented workshop on Mulimedia databasgsages 65-74. ACM Press, 2004.
in a future paper.

It is proposed to extend the present study for recognition of
continuous gestures which forms part of gesture dialogues i

the FDO training application.
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