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experiments and the unprecedented scale of datdtedsn

Abstract—The scale, complexity and worldwide geographicathe need to look at resources outside of CERN. Fthen

spread of the LHC computing and data analysis probl are
unprecedented in scientific research. The complexitprocessing
and accessing this data is increased substanbgllyhe size and
global span of the major experiments, combined whih limited
wide area network bandwidth available. We presédme Iatest
generation of the MONARC (MOdels of Networked Arsady at
Regional Centers) simulation framework, as a desigth modeling
tool for large scale distributed systems appliedHEP experiments.
We present simulation experiments designed to ataluthe
capabilities of the current real-world distributéufrastructure to
support existing physics analysis processes andn#ens by which
the experiments bands together to meet the tedhniwalenges
posed by the storage, access and computing recntenof LHC
data analysis within the CMS experiment.

beginning it was clear that to process all the datatrally at
CERN was not a practical or viable solution. Indiea
physicists from all over the world offered their mwexisting
resources to be used in the experiments. Today (T
experiments are embracing the hierarchical distisbumnodel,
according to which facilities from all around theorhd are
putting together resources in order to provide nleeessary
computing power and data storage space neededhéor t
experiments [4]. According to this model the systésn
composed of an assembly of distributed computisgueces,
concentrated in a hierarchy of centers called Tiersere
Tier0 is CERN, Tierls are the major computing centehich
provide a safe data storage, likely in the formaofmass

Keywords—Modeling and simulation, evaluation, large scalestorage system (MSS), and Tier2s are smaller ragion

distributed systems, LHC experiments, CMS.

|. INTRODUCTION

computing centers.
As the LHC experiments are currently well underway
physicists are interested in evaluating the cajpghif the

ODELLING and simulation were seen for a long tinse acurrently deployed (networking and computationaaurces

viable solutions to develop new algorithms ando handle the

technologies and to enable the enhancement of -tna@je
distributed systems, where analytical
prohibited by the scale of the encountered problérhe use
of discrete-event simulators in the design and ldg@veent of
large scale distributed systems is appealing dueh&r
efficiency and scalability.

requirements. The difficulty in simulating the

rdmp

validationse a conditions of the physics experiments comes from Itige

amount of resources involved in the analysis proces] as
envisioned by the computing models [5]. The evatmabf
such complex simulations is hard to accomplishgisixisting
simulators. SimGrid [6] is a simulation toolkit tharovides

The Large Hadron Collider (LHC) is a giant particlecore functionalities for the evaluation of schedglalgorithms

accelerator consisting of a circular tunnel
circumference of 27 km (the largest in the worldjpund
which beams of protons and anti-protons (and héavy such
as lead nuclei) are accelerated in opposite doestto nearly
the speed of light [3]. At four points on the rimd the
accelerator, the beams of particle and anti-pagicross and
collide with each other at extremely high energasse to the
energies of the first split seconds after the Bign® to
produce other kind of particles. The experimenitdmg each

with  an distributed applications in a heterogeneous, masational

Grid environment. It aims at providing the right aeb and
level of abstraction for studying Grid-based schiedu
algorithms and generates correct and accurate ool
results. GridSim [7] is a grid simulation toolkiexeloped to
investigate effective resource allocation technigbased on
computational economy. OptorSim [8] is a Data Grid
simulator designed specifically for testing optiation
techniques to access data in Grid environmentsorSpn

detector are ALICE, ATLAS, CMS and LHCb, and eash iadopts a Grid structure based on a simplificatidnthe

designed to study a different area of particle fsys

The scientific wealth of the experiments presenésw n
problems in data access, processing and distrilputand
collaboration across national and internationalvoeks, on a
scale unprecedented in the history of science.iffioemation
technology challenges are introduced by the neegrduide
rapid access to data subsets drawn from the maskite
stores. Approximately 10-14 Petabytes of data nieede
handled and store, and it is expected that thenvelof the
data will increase in the following years. The side¢he LHC

Ciprian Dobre is with the Computer Science DepantméJniversity
Politehnica of Bucharest, Bucharest, Romania,
ciprian.dobre@cs.pub.ro).

architecture proposed by the EU DataGrid projedte a
replication algorithm and a Grid configuration asiaput, it
runs various activities over its resources.Suclukitors were
developed for particular classes of experimentseyTall
support, to some extent, the simulation of datasfier and
replication techniques. However, they do not pregemeral
models that allow the evaluation of replicationtire wider
context of different architectures encountered Bmsec of
distributed systems. The simulation instrumentsd ten
narrow the range of simulation scenarios to spesifibjects,
such as scheduling or data replication.
MONARC 2, using highly advanced technologies toecop

(#-ma with the simulation of large amount of resourcesd an

large amount of data and processing
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applications, such as the ones described in thepating
model of the CMS experiments [5], is able to susfigly test
the running conditions of the LHC expaents

In this paper we present experiments designed &tuate
the capability of the evaluate the capabilitiesttod curren
realworld distributed infrastructure to support exigt
physics analysis processes and the means by wiie
experiments bais together to meet the technical challer
posed by the storage, access and computing reqeritsnof
LHC data analysis within the CMS experime

The rest of the paper is structured as follows.tiSec2
gives a analysis of related work. In Sectiowe present the
MONARC simulation model. Section 4 prese
implementation details and results of the experisidesignet
to evaluate the running conditions of the CMS ekxpent.
Finally, in Section 5 we give conclusions and pnédeture
work.

II. MONARC SIMULATION FRAMEWORK

MONARC 2 is built based on a process oriented agogt
for discrete event simulation, which is well suiteddescribe
concurrent running programs, network traffic aslwslall the
stochastic arrival patterns, specific for such of simulation
[1][2]. Threaded objects or "Active Objects" (hayiran
execution thread, program counter, stack...) allbwatura
way to map the specific behavior of distributed &
processing into the simulation program.
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Fig. 1The Regional center mod

In order to provide a realistic simulation, all tt@mponent:
of the system and their interactions were abstdacthe
chosen model is equivalent to the simulated systesll the
important aspects. A first set of componewas created for
describing the physical resources of the distrithusgsten
under simulation. The largest one is the regiomgter (set
Figure 1), which contains a farm of processing sofePU
units), database servers and mass storage unitglaasone
or more local and wide area networks. Another sk
components model the behavior of the applicatiams their
interaction with users. Such components are thesf&Jsor
“Activity” objects which are used to generate dptacessing

jobs based on diéfrent scenarios. The job is another b
component, simulated with the aid of an active ahjand
scheduled for execution on a CPU unit by a “Jobe8ater”
object.

With this structure it is possible to build a widenge of

models, from the very cealized to the distributed system

models, with an almost arbitrary level of complgxinultiple
regional centers, each with different hardware igométion
and possibly different sets of replicated di

However, in order to simulate scenarios compl
thousands of computing nodes and jobs, concurrentank
transfers, and database activities, several oz
solutions were integrated into MONARC. For exampie
minimized the number of concurrent threads usingeisd

constructions. In MONARC a ngle thread is capable to

handle all messages originating from the same soGfeU.
Also, only a thread is capable to handle all messdwmvinc
the same destination. Such optimizations lead 46 t®ntex
switching and the possibility to better use nprocessor
machines.

Ill. CASE STUDIES FOR THE LHC EXPERIMENTS

The hierarchical distribution architecture is walhpped ot
the proposed simulation model. The simulation madiews
the simulation of this type of organization. In tbemputing
model of CMS [5]the collections of processing nodes, ¢
warehouses and networking entities are organizedhiat is
called regional centers. The network simulation etadlows
these regional centers to be connected in arbi
architectures, including the hierarch model proposed by
the physics experiments. Special designed job rsi
designed to imitate the behaviour of the runningCL
conditions are also integrated into the simulatimdel. Thes
elements allow the easy construction of simula
experiments deghed to test the running conditions of
LHC experiments, as envisioned in the computing etg
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Fig. 2 The simulation scenar@sed o the CMS computing model

The general concept developed by the CMS experbrie
a hierarchy of distributed Regiol Centers working in close
coordination with the main center at CERN. Thimdation
study follows this concept and describes severajom
activities; mainly the data transfer on WAN betweba TO
(CERN) and a number of several T1 Regional CenfEng.
topology describing the connectivity of the Regilo@anters
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is presented in Figure 2.We assume that the fiv&k@dional normal distribution, so sizes are values in thegeaB00-500
Centers in Europe are connected independently, vy t KB). The processing of an event requires from h42t4
networks: GEANT (external to CERN) and LHCOPN (with seconds (depending on the size).
CERN). In a simplified model this can be approxiedawith Each job transfers an event, and processes itlyocehe
two “mega-routers” in which each T1 regional center algorithm continues for the other 100 events. Unaemal
connected through a link. We also consider severabnditions, in an experiment involving 20 such johsaning
transatlantic links connecting TO with the regionahters in concurrently, the experiment would show that apjnately
US, through the USLHCnet and ESnet “mega-routers”. 800 MB of data are transferred, and the average oRU at
We first executed a series of simulation experimentCaltech is around 80%. This is consistent with thsults
designed ot evaluate the function of the MONARC'sdel, obtained in the simulation conducted for this q@se Fig. 4).
its capacity to handle the scenario and conditiohsthe — e
running CMS experiments. These experiments aredbase e T T

=l

gueuing models to evaluate the experiments. CPU & Memory for Caltech
In these experiments events produced in the LHE@ctat | e e e A s s
are transferred and processed at different regiosraers. We & } MR i el
first evaluated the behavior of the database a® reents are rooh L e v oot
concurrently served (the first series of experimprilext we o e
evaluated the behavior of the network as more sven¢ *j: [[ox_] [[cancet ] Li
concurrently transferred (the second series of mxgats), - |
and the use of uniform and non-uniform approacbésansfer 20
the data. The analytical results allowed us to cm@phem 10
against the obtained ones, thus validate the mauohel e e e
experiment. L e

In these experiments we considered a scenariostomgsof Ié‘&?"ﬂ”"*’“’*’"’"“ e
several regional centers (see Figure 3) — a sifaglifersion B, MinAe SHie el ot Auvensolh View

of the actual CMS experiments. We also evaluategl th LA RRAn o N O ks
capability of the MONARC simulator to handle largeale Mean height for allzeries | (miom]

| Mean for USLHCnet: 0.0
Il mean for Eshet: 0.0

experiments. As such, we successfully simulatecef@mple ‘H ‘1 H
10000 concurrent jobs, each concurrently transfgrriand I ’ Il

processing 100 events, with concurrent processard a U R oo tor Gean: 00
databases. s r““ ” ,M” Mean for LHCOPN: 0.0
|

Ll [me
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Fig. 3 The simplified scenario | ,/f
In the first series of experiments we considereeisd jobs LG

concurrently running at Caltech. Each job readsmdesses  Fig. 4 Validation results showing the average Cadllat Caltech,

100 events from a database situated at UCSD (SpeeFB). the throughput, and the total data transferred

These experiments were designed to evaluate thelagion
model. The database at UCSD can serve data aed spé00
Mbps. The Caltech center contains 10 processingscarhe
size of an event is approximately 400 KB (we adyuased a
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Fig. 6 Results showing the relation between the netwarlkraion and the effect on the processor (leftpetio finish (cente, and
throughput on the Internet2 (right)

We continued with experiments by graduately indreps experiments we evaluated different solutions tarithste the

the number of jobs running concurrently within @ahl. The
other parameters were kept constant. We were Bitstén the
capability of the database server at UCSD to hatiddarge
number of requests. As we increased the numbeshs, the
load on the database also increased, up to a ptiete the
delays started to affect the performance of thes.jdbor

example, Figure 5 (left) shows the results for @RU usage
obtained in these experiments. The horizontal exBesents
the number of concurrent jobs being used in thesgnEnt.

On the vertical axis the values represent the gee@PU

usage registered at Caltech. In the beginning,@® fobs run
and process events concurrently, the CPU usageases as
expected. At around 100 jobs the database reachedesnal

bottleneck and starts serving events slower. &tattis point

the time needed for the events to be transferrezllio

increases, so the overall CPU usage decreasese3ii¢s are
also observed in the time needed to complete tinelation

increases as more jobs rush concurrently to getidite from

the database server at UCSD.

We next continued evaluating the network conditiong

These experiments involved 10 databases locate@8D, all
capable to serve the events. This relieves the madhe
database servers. But, as expected, in this casadtwork
capacity becomes the Ilimit. We executed a series
experiments by varying the number of concurrensjobhe
results in Figure 6 show the relation between tbévark
saturation and the effect on the CPU usage, compléime
and the throughput on the Internet 2 link. As thmet to
transfer an event increases with each experimerg,td the
network link becoming a bottleneck, the CPU usagerehses.
These results are sustained also by the completiot
throughput values (center and right).

A comparison between the first series of experismentd
the second one, for the same case of 5000 contyokes
running at Caltech and requesting events from #tabdse(s)
at UCSD, is presented in Figure 7. In the thirdieseof

events. In these experiments the jobs run at Calteud
transfer events from three external regional cen{ENAL,
CERN and UCSD) before processing them. In the first
experiments we considered a uniform distributionewénts.
For that each job requests a uniform event identifiormally
distributed over the three considered centers.thénsecond
case we considered three distinct sets of jobs tdiat data
only from one distinct regional center from the ethr
considered.

ory for Caltech

LA

Fig. 7 Results obtained in the first series of expents (up) and the
second one (dow

A comparison of the results obtained in these ¢deeshe
throughput, is presented in Figure 8., Figure 9wshdhe
results presented 10000 jobs 100 events.
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Fig. 8 Results obtained for the throughput in aseniform (left) and non-uniform (right) distribiohs
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Fig. 10The configuration used in the CMS modeling expenitse

IV. A SIMULATION STUDY FORTO/T1DATA REPLICATION &
PRODUCTIONACTIVITIES

After the validation of the model we proceeded wiitie
translation of the topology presented inure 2. The end-
result simulation model is presented in Figure [LQuses the
entities available within the MONARC simulat

The values on the links represent the availabledWwadth
(in Gbps). For a better representation, this togplavas
simplified and the Tier2 centers were purposely ignol
Using this topology we simulated a number of Adibs
specific for Physics Data Production, as follo

A.RAW Data Replication

From the experiment we assumed a mean rate ofdiec
raw data equal to 200 MB/shig information is stored in 2G
(normal distributed with 10% sd) data files. Thdé#es are
replicated in a round robin manner to all 6 T1 oegi centers
(The first file is sent to TER, the second to "-DE...).

B. Production and DST Distribution

At TO al raw data are processed and DST files
generated. The DST files are 10 times smallerza #ian the
RAW files. We considered again a normal distriboitigsd
10%). The DST files created at TO are sent to Alc@nters

C.Re-Production and New DST Distribution

After a certain time the RAW data in each T1 cerget-
processed and new DST data is created. Each Teéroeiit
reprocesses 1/6 of the RAW data. The DST data gtatbal
each regional center are sent to all otr

We evaluated all three tdgties (RAW Data Replicatior
Production and DST distribution and {geoduction and new
DST distribution) running in parallel. The condii® are the
same, as illustrated in Figure 2, for the links reecting the
Regional Centers. We first executed aies of experiments
for calibration. We considered a limited set of mds to
evaluate the correctness of the proposed experalr
scenario.

D.RAW Data Replication

In this experiment we simulated the RAW Data Regtian
activity. This activity involves the creation of A Data files
at TO (CERN) regional center with a mean rate di MB/s.
The produced RAW data is stored in 2GB size dd&s
(where this size isarmally distributed with 10% sd) and th
each of this file is replicated in a round robinya all the six
T1 regional centers. This means that the firstifilsent to T-

FR, the second file is sent to -DE, etc. Also we considered

that each WAN link has0Gbps available bandwid

We first executed a calibration experiment, invodyiten
rounds of simulating the production of RAW data TO
(CERN). The purpose was to evaluate the correctoksise

experiment. For example, Figurel presents the results

obtained for the number of active connections aog they
vary as RAW data is sent to -FR, then to T1-DE, etc.

18
iy =

~
™~
Datasentto T1-FR Data sentto T1-IT P

Datasentto T1-DE
Fig. 11The active connection in thelibration experiment

L

In the next series of experiments we envisionednagaly
the RAW data prcessing activity running for one day (
hours). Figure 12 shows the results obtained in case o
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amount of data transferred on major links (CERN;FRLand
T1-US). This parameter shows the quantity of detasferred
through a given link from the beginning of the slation until
the present moment of time. As expected, in thie ¢he same
amount of data is transferred to all tiers involvied the
experiment (such as T1-FR and T1-US). Figure 13qes
the distribution of the transfer time for the RAVdtd file in
case of each Regional Center.
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Fig. 12 The total amount of data transferred omtiagor links
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Fig. 13 The distribution of the transfer time fbetRAW data file for
each Regional Center
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Fig. 15 The bandwidth used on the major links

E. RAW Data Replication Activity Followed by Production
and DST Distribution

The second set of experiments involved the Prodoaind
DST Distribution activity. In this case, besidesdiag the
RAW data as in the first experiments, DST files preduced
at TO (CERN) regional center from the recorded RAwa,
which are then further distributed to all T1 regiboenters.

Fig. 14 present the results for the total amountdafa
transferred on the major links in this test casgufe 15
presents the results for the bandwidth used in rtiggor
networks.

F.RAW Data Replication Activity Followed by Production
and DST Distribution Followed by Re-Production and New
DST Distribution

After analyzing the results for the first two adtiies
running concurrently we went further and simulatddthe
three activities (RAW Data Replication, Productiamd DST
distribution and Re-production and new DST distiiru)
running in parallel.
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Fig. 16 The bandwidth used in the major networks

The conditions are the same, as illustrated in féigy for
the links connecting the Regional Centers. We érstcuted a
series of experiments for calibration. We consideadimited
set of rounds to evaluate the correctness of tlwpgsed
experimental scenario. Figure 16 shows the bantwidage
on the major networks within the scenario. The ekwusage
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occasionally fills the available networks. Thesenadosions
are based on the results in Fig. 17.
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Fig. 17 The bandwidth used in the major links

V. CONCLUSION

Large scale distributed systems are currently @ssing
from operational infrastructures to environment®vjding
many “modern” capabilities. As the LHC experimerte
currently well underway physicists are intereste@valuating
the capability of the currently deployed (networkimnd
computational) resources to handle the large amofidiata
and processing requirements.

Simulation is an attractive alternative to evalogtisuch
solutions. However,
simulations is hard to accomplish using existingigators.
Previous simulators were developed for particulasses of
experiments. They do not present general modelsaifav
the evaluation of replication in the wider contexktdifferent
architectures encountered in case of distributesesys. The
simulation instruments tend to narrow the rangsiwiulation
scenarios to specific subjects, such as scheduwinglata
replication.

In this paper we proposed a series of experimesggyded
to evaluate using MONARC the capabilities of thereot
real-world distributed infrastructures at CERN igstsin the
LHC experiments. These experiments are designesdliate
the existing physics analysis processes and thensnég
which the experiments bands together to meet tblenteal
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