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Abstract—Learning the gradient of neuron's activity function 

like the weight of links causes a new specification which is 
flexibility. In flexible neural networks because of supervising and 
controlling the operation of neurons, all the burden of the learning is 
not dedicated to the weight of links, therefore in each period of 
learning of each neuron, in fact the gradient of their activity function, 
cooperate in order to achieve the goal of learning thus the number of 
learning will be decreased considerably. 

Furthermore, learning neurons parameters immunes them against 
changing in their inputs and factors which cause such changing. 
Likewise initial selecting of weights, type of activity function, 
selecting the initial gradient of activity function and selecting a fixed 
amount which is multiplied by gradient of error to calculate the 
weight changes and gradient of activity function, has a direct affect 
in convergence of network for learning. 

 
Keywords—Back  propagation, Flexible, Gradient, Learning, 

Neural network, Pattern recognition.  

I. INTRODUCTION 
ARIOUS researches have been done by different 
researchers to recognize patterns. [2,7,8,12,13,14] Most 

of these projects  are based on having all the learning patterns  
before solving the classification problem to design  the 
algorithm. But in this article we specifically used learning the 
gradient of activity function and other parameters to recognize 
the pattern. 

The operation of neurons is related to each other .since the 
initial weight for links among neurons is usually selected 
randomly, predicting the behavior of each neuron is 
impossible individually, even if a certain network is taken 
stable against various instigations [11]. 

In most networks, the principle of learning a network is 
based on minimizing the gradient of error [9,10]. Therefore it 
is assumed that   a network has a minimum error at the end of 
learning process [2] but it is not always happened like this. 
Sometimes because of the largeness of the domain of changes 
of the input network signal, the activity function of some 
neurons will be saturated and at last the output of these 
categories of neurons will be fixed in their border amount. It 
can make a same situation for the next layers of neurons.  
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With continuing this situation, the network will be in a stable 
mode. In this case the output of neurons will be fixed and 
continuing learning is not useful because the network is 
trapped at a minimum position as a cure we can teach the 
neurons activity function gradient like links weight.   

Among neurons activity functions sigmoid function 
(one_directed & two_directed) has the most application, 
therefore for studying the mathematical form of the network 
we provide our equations based on this function [2,4,6]. 
Designing a neural network which is used error back 
propagation algorithm is not only a science but also an 
experimental work. The reason is that many factors are 
engaged in designing a network which are the results of 
researcher's experiences however with considering some 
matters we can lead the back propagation algorithm to better 
performance [1,3,5]. 

II. THE STRUCTURE OF NEURON MODEL 
The model of a network comprises analog cells like neuron. 

Fig. 1 shows an instance of these cells which are used in a 
network. This multi layer hierarchal network is made of lots of 
cell layers. In this network there are forward and backward 
links between cells. If this network is used for recognizing the 
pattern in this hierarchy, forward signals handle the process of 
recognizing pattern whereas backward signals handle the 
process of separating patterns and reminding. We can teach 
this network to recognize each set of patterns. Even being 
extra instigators or lack in patterns, this model can recognize 
it. It is not necessary that the complete reminding recognize 
manipulated shapes or the shapes that are changed in size or 
convert the imperfect parts to the main mode.    
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Fig. 1 Input and output in a cell 

 
A.  Activity Function 
Activity function is a nonlinear function that when it is 

exerted to the pure input of   neuron, its output determine the 
neuron .their domain is usually all the real numbers. 
Theoretically speaking there is no limitations on the pure 
amount of input. (Practically with limiting the weights we can 
limit the pure input simply and usually it is done like this, 
however they have almost unlimited domain). The range of 
activity function is usually limited. The scopes [0, 1] or [-1, 1] 
are the common scopes. The primary neural models that had 
perceptron used threshold simple function as an activity 
function. In this case if sum of inputs' weight is less than 
threshold the output of neuron is zero otherwise it will be one. 
If the activity function is derivable lots of benefits are attained 
that the threshold function doesn't have them. The most 
current models use sigmoid function. Sigmoid function is a 
continuous function with the domain of real numbers. And its 
derivation is always affirmative and its range is unlimited. The 
commonest types of sigmoid functions are USF and FUSF.   

 
USF: 

F(x) = 1 / 1 + e-net.a 
 
FUSF: 

F(x) = 2|a| / 1 + e-2net.|a| 

 

The parameter a determines the gradient of the function in 
the way that the amounts which are smaller than  a presents  
smoother mode of function with the passage area from the low 
limit of function to its upper limit and the amounts which are 
bigger than a makes this passage  nearer to the stair function 
mode. One of the benefits of this function is that its derivation 
is simply calculable.  

 

III. BACK PROPAGATION ALGORITHM 
Multi layers networks from learning with the supervisor are 

used to solve various matters and they are successful. 
Learning the network is done through a common learning 
algorithm in many layers which is named error back 
propagation algorithm. This algorithm is based on error 
correction learning rule.  

Basically the process of error back propagation has two 
passages through network layers: a forward passage and a 

backward passage. In a forward passage a pattern like an input 
vector is exerted to the network input neurons and its affect 
propagates in the network layer by layer. At last a set of 
outputs are fixed as a real response of a network. But through 
the backward stage the weights will be regulated based on the 
error correction rule. The error signal is produced through 
subtracting the real response from the desired (target) 
response. This error signal is regulated from the last layer into 
the network in a backward way to bring the network response 
nearer to the desired response. We define: 
 
ej (n) = dj (n) – yj (n)  
 
E (n) = 1/2 ∑ ej

2 (n) 
 
Eav= 1/N ∑N

1 E (n)  
 

Which n defines repetition number and N is the patterns 
number. So we have: 
 
netj (n) = ∑p

I  wji (n) yj (n) 
 
yj (n) = fj (netj (n)) 
 
∂E (n) / ∂Wji (n) = ( ∂E (n) / ∂ej (n) ) (∂ej (n) / ∂yj (n)) (∂yj (n) / 
∂netj (n)) ( ∂netj (n) / ∂wji (n) ) 
 
∆wji (n) = -η ( ∂E (n) / ∂ wji (n) ) 
 
∆w (n) = -ηw ( ∂E (n) / ∂wij (n) ) 
 
∆aj (n) = ηa ( ∂E (n) / ∂aj (n) ) 

 
∂E (n) / ∂a (n) = ( ∂E (n) / ∂ej (n) ) (∂ej (n) / ∂yj (n) ) (∂yj (n) / 
∂aj (n) ) = -e.f* (a,x) 

 

IV. AFFECTION OF THE SELECTED WEIGHTS IN NUMBER OF 
LEARNING 

We studied the affection of the selected weights in number 
of learning repetition through a computer program which is 
designed by ourselves in two following modes: 

 
A.  The affection of the selected weights' range in number 

of learning repetition while USF is selected as an activity 
function and only the weights of network is under the process 
of learning. In this learning Eav =0.001 and η=1 and network is 
made of just an input layer and an output layer. This affection 
is shown in Table I and Fig. 2. 

 
TABLE I 

THE AFFECTION OF THE NETWORK WEIGHT ON THE NUMBER OF LEARNING 
REPETITION WITH USF 

Weight 
Range 

0 – 0. 1 0 – 0.01 0 – 0.001 

 Learning 
Repetition 

1930 1830 1830 

 F(x) = 1 / 1 + e-net.a ∑ 

. 

. 

Xn 

X3 

X2 

X1 

Network 
Output 
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Fig. 2 The affection of the weights' range on the number of repetition 

with USF and learning through just weights 
 
 

B. The affection of the selected weights in number of 
learning repetition while FUSF is selected as an activity 
function and parameters (w, a) have been taught. In this 
learning Eav = 0.001 and η1 = 1 and η2 = 0.1. This affection is 
shown in Table II and Fig. 3. 
 

TABLE II 
THE AFFECTION OF WEIGHTS' RANGE ON THE NUMBER OF LEARNING 

REPETITION WHILE THE GRADIENT OF THE ACTIVITY FUNCTION 
WITH THEIR WEIGHTS HAVE BEEN TAUGHT 

 

 
Fig. 3 The affection of weights' range on the number of learning 
repetition while the gradient of the activity function with their 

weights have been taught 
 

V.  THE AFFECTION OF η1 IN THE NUMBER OF LEARNING 
REPETITION 

We studied the affection of η1 in the number of learning 
repetition through a computer program which is designed by 
ourselves in two following modes: 

 
A. USF Activity Function 

 
E = 0.001, W = [0, 0.001], a =1. 

This affection is shown in Table III and Fig. 4. 
 

TABLE III 
THE AFFECTION OF η1 OF NETWORK ON THE NUMBER OF 

LEARNING REPETITION WHILE ONLY THE WEIGHTS HAVE 
BEEN TAUGHT 

η1 1 2 3 4 5 6 
Learning 
Repetition

193
0 

920 53
0 

32
0 

920 357
0 

 
 

 
Fig. 4 The affection of η1 of network on the number of learning 

repetition while only the weights have been taught 
 
B.  FUSF Activity Function 
E = 0.001, W = [0, 0.001], η2=0.1. This affection is shown 

in Table IV and Fig. 5. 
 

TABLE IV 
THE AFFECTION OF η1 ON THE NUMBER OF LEARNING 

REPETITION WHILE THE GRADIENT OF ACTIVITY FUNCTION 
WITH THEIR WEIGHTS HAVE BEEN TAUGHT 

η1 1 2 3 4 5 6 
Learning 
Repetition

87
0 

38
0 

26
0 

22
0 

33
0 

750 

 
 

 
Fig. 5 The affection of η1 on the number of learning repetition 
while the gradient of activity function with their weights has 

been taught 
 
 

 

Weight 
Range 

Learning repetition 

0 – 0.1 3360 
0 – 0.01 970 
0 – 0.001 870 
0 – 0.0001 860 
0 – 0.00001 860 

1       2       3       4      5        6        

1870 
 
 
870 
750 
380 
330 
260 
220 

1       2        3       4        5       6            

3570 
 
 
1930 
 
920 
 
530 
320

0.1   0.01    0.001     0.0001   0.00001  

3360 
 
 
  
 
 
970 
870 
860 

1930 

0 – 0.1      0 – 0.01       0 – 0.001 
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VI.  FUTURE WORK 
This article studied the affection of various parameters on 

the neuron model for learning the neural network. Learning 
the gradient of activity function with learning the weights 
makes the neural network to recognize the noisy patterns. This 
matter and the affection of the number of neural network's 
layers for recognizing noisy patterns will be studied in our 
future work. 

VII.  CONCLUSION 
The operation of neurons is related to each other. Since the 

initial weight for links among neurons is usually selected 
randomly, predicting the behavior of each neuron is 
impossible individually. in designing the neural  network 
which used back propagation , many factors are propounded 
which are the result of personal experiences of researchers  
however  with  considering some matters we can lead the back 
propagation algorithm to better performance. Initial selecting 
of weights, type of activity function, selecting the initial 
gradient of activity function and selecting a fixed amount 
which is multiplied by gradient of error to calculate the weight 
changes and gradient (slope) of activity function, has a direct 
affect in convergence of network for learning and recognizing 
the taught patterns after learning. 

.  
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