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Large Deviations for Lacunary Systems
Bainian Li, Kongsheng Zhang

Abstract—Let Xi be a Lacunary System, we established large
deviations inequality for Lacunary System. Furthermore, we gained
Marcinkiewicz Larger Number Law with dependent random variables
sequences.
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I. I NTRODUCTION

L ACUNARY systems is a class of random variables. Lai
and Wei[1] gave independent and identically distributed

random variable, martingale differences withLp bound are
Lacunary Systems. Li [2] obtainedLp bounded dependent is
a Lacunary System in 1997.

In this paper, we shall establish large deviations inequality
for Lacunary System. Further, we shall get Marcinkiewicz
Strong law of large numbers withm−dependent random
variables sequences.

We give defined of Lacunary system as follows:
Definition 1.1 Given p > 0, a sequence of real-valued

random variables{Xn, n ≥ 1} is called a Lacunary System
or anSp system, if there exists a positive constantKp such
that

E|
n∑

i=m

CiXi|
p ≤ Kp(

n∑
i=m

C2
i )p/2 (1)

for any sequence of real constant{Ci} and alln ≥ m.
Definition 1.2 Suppose that{Xn, n ≥ 1} is a sequence of

random variables on a probability space(Ω,F , P ), setF b
a =

σ(Xk, a ≤ k ≤ b). Denote by theσ-field generated by the
random variablesXa, Xa+1, . . . , Xb.

1) Let A ∈ F k
1 , B ∈ F∞

k+n andk, n ≥ 1,{Xn, n ≥ 1} is
calledφ−mixing if

|P (A ∩B) − P (A)P (B)| ≤ φ(n)P (A)

for someφ(n) ↓ 0.
2) {Xn, n ≥ 1} is calledψ −mixing, if

ψ(n) = sup
k∈N

ψ(F k
1 ,F

∞
k+n) → 0, n→ ∞,

where

ψ(A ,B) = sup
A∈A ,B∈B,P (A)P (B)>0

|P (A ∩B) − P (A)P (B)|

P (A)P (B)
.

Definition 1.3 Let X be a real-valued random variable, we
call a Locally Generalized Gaussian, If there existsα > 0such
that

E(exp(ux)|F ) ≤ exp(u2α2/2) a.s. (2)

for any u ∈ R.
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II. LARGER DEVIATIONS INEQUALITY

In order to prove larger deviations we need the following
lemmas.

Lemma 2.1 Let Xn be a zero-meanφ − mixing and
∞∑

i=1

φ1/2(i) < ∞, for somep ≥ 2, supi E|Xi|
p < ∞. There

exists constantc > 0 depending only onp for any real-valued
sequence{ani}, such that

E|

n∑
i=1

aniXi|
p ≤ c(

n∑
i=1

a2
ni)

p/2. (3)

proof Let ani = 0, i > n, since
∞∑

i=1

φ1/2(i) < ∞,

supiE|Xi|
p <∞, from the proof in [3], we have

E|

k+m∑
i=k+1

aniXi|
2 ≤ c1

k+m∑
i=k+1

a2
ni ≤ c1

n∑
i=1

a2
ni,

for any k ≥ 0, n ≥ 1,m ≤ n.
Using the corollary 2.1 in [4], we obtain

E|

n∑
i=1

aniXi|
p ≤ c2(

n∑
i=1

E|aniXi|
p + (

n∑
i=1

a2
ni)

p/2)

≤ c3(

n∑
i=1

|ani|
p + (

n∑
i=1

a2
ni)

p/2). (4)

Sincep ≥ 2, it follows that

(

n∑
i=1

|ani|
p)1/p ≤ (

n∑
i=1

|ani|
2)1/2 ⇔

n∑
i=1

|ani|
p ≤ (

n∑
i=1

|ani|
2)p/2.

Then, we educe (3) from (4).
Remark 1 Lemma 2.1 implies thatφ − mixing is a

Lacunary System. Ifani ≡ 1, we haveE|
n∑

i=1

Xi|
p ≤ cnp/2 .

Lemma 2.2 If {Xn, n ≥ 1} is a zero-meanψ −mixing,
such that

∞∑
i=1

ψ(i) <∞, E|Xi|
p, p ≥ 2,

then for any real-valued sequenceani, (3) holds.
Proof From lemma 2.1 and the proof in [5], we can obtain

lemma 2.2.
Theorem 2.1Let {Xn, n ≥ 1} be a Lacunary System, for

any p > 1, x > 0, sequence of real constant{Ci} , then

P{|Sn| ≥ nx} ≤ C(p)(

n∑
i=1

C2
i )p/2n−p, (5)

whereSn =
n∑

i=1

CiXi, Cp = Kp/x
p.
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Proof Since{Xn, n ≥ 1} is a Lacunary System, we have

E|Sn|
p ≤ Kp(

n∑
i=1

C2
i )p/2.

By using Markov’s inequality,

P{|Sn| ≥ nx} ≤
E|Sn|

p

(nx)p

for everyp > 1, we can obtain (5).

Remark 2 (1) If
n∑

i=1

C2
i = O(n), we have

E|Sn|
p ≤ C(p)n−p/2.

(2)If Ci ≡ 1, p > 2, by Borel-Cantelli lemma:
∞∑

n=1

P (|

n∑
i=1

Xi| ≥ nx) ≤

∞∑
n=1

C(p)n−p/2 <∞,

then

lim
n→∞

P (|
n∑

i=1

Xi| ≥ nx) = 0. a.s.,

Theorem 2.2 Let (Xn,Fn) be a Locally Generalized
Gaussian sequence, ifsupnXn = k < ∞, then (5) holds
for any p ≥ 2, x ≥ 0.

Proof Theorem 2.2 holds if only we can prove that Locally
Generalized Gaussian sequence is a Lacunary System. Let

An =
n∑

i=m

C2
i , u = x/k2An, by lemma 1 in [6], then

E(exp(u
n∑

i=m

CiXi)) = E(exp(u(Sn − Sm−1)))

≤ exp(u2k2An/2), (6)

whereSn =
n∑

i=1

CiXi. Since

P ({|Sn − Sm−1| > x}) ≤ 2exp (−x2/2k2An)

for p ≥ 2, by Chebyshev’s inequality, we get

E|

n∑
i=m

CiXi|
p = p

∫ ∞

0

xp−1P (|Sn − Sm−1| > x)dx

≤ 2p

∫ ∞

0

xp−1exp(−x2/2k2An)dx

= 2p/2pkpAp/2
n

∫ ∞

0

xp/2−1e−xdx

= Kp(

n∑
i=m

C2
i )p/2.

whereKp = p2p/2kp
∫ ∞

0 xp/2−1e−xdx.

III. THE STRONG LAW OF LARGER NUMBERS

Theorem 3.1 Assume that{Xn, n ≥ 1} is a zero-mean
ψ −mixing, such that

∞∑
i=1

ψ(i) <∞, E|Xi|
p, for p ≥ 2.

If there exists1/2 < r ≤ 1, θ = 2r − 1 and positive constant

K such that
n∑

i=1

a2
ni ≤ Knθ, i = 1, 2, . . . , n, then

n∑
i=1

aniXi

nr
→ 0, a.s.. (7)

Proof Denote
n∑

i=1

aniXi, by Markov’s inequality, we have

P (|Sn| ≥ nrε) ≤
E(|Sn|

p)

εpnpr
. (8)

From lemma 1.2 and (8), we obtain
∞∑

n=1
P (|

n∑
i=1

aniXi/n
r| ≥ ε) =

∞∑
n=1

P (|Sn| ≥ εnr)

≤
∞∑

n=1

E(|Sn|
p)

εpnpr ≤
∞∑

n=1

c(

n∑
i=1

a2
ni)

p/2

εpnpr

≤
∞∑

n=1

cKnpθ/2

εpnpr <∞.

(3.1) follows from Borel-Cantelli lemma.
Remark 3. This result extends independent and identi-

cally distributed Marcinkiewicz Law of large numbers for
ψ −mixing.

Theorem 3.2 Let {Xn} be a zero-meanφ−mixing, and
∞∑

i=1

φ1/2(i) <∞, supi E|Xi|
p <∞ for somep > 2. If there

exists1/2 < r ≤ 1, θ = 1−2/p and positive constantK such

that
n∑

i=1

a2
ni ≤ Knθ, i = 1, 2, . . . , n, then

n∑
i=1

aniXi

√
nlnn

→ 0, a.s.. (9)

Proof By lemma 2.1 and (8), we obtain
∞∑

n=1
P (|

n∑
i=1

aniXi/
√
nlnn| ≥ ε)

=
∞∑

n=1

P (|Sn| ≥ ε
√
nlnn)

≤
∞∑

n=1

E(|Sn|
p)

εpnp/2(lnn)p/2

≤
∞∑

n=1

c(
n∑

i=1

a2
ni)

p/2

εpnp/2(lnn)p/2

≤
∞∑

n=1

cKnpθ/2

εpnp/2(lnn)p/2

=
∞∑

n=1

cK

εpn(lnn)p/2 <∞.

And then, (9) follows from Borel-Cantelli lemma.
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