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Abstract—Matching high dimensional features between images 
is computationally expensive for exhaustive search approaches in 
computer vision. Although the dimension of the feature can be 
degraded by simplifying the prior knowledge of homography, 
matching accuracy may degrade as a tradeoff. In this paper, we 
present a feature matching method based on k-means algorithm that 
reduces the matching cost and matches the features between images 
instead of using a simplified geometric assumption. Experimental 
results show that the proposed method outperforms the previous 
linear exhaustive search approaches in terms of the inlier ratio of 
matched pairs. 
 

Keywords—Feature matching, k-means clustering, scale 
invariant feature transform, linear exhaustive search. 

I. INTRODUCTION 

EATURE matching is widely used in computer vision 
application such as object recognition, image registration, 

and virtual reality. In general, the task of matching feature 
points between two images contains three essential steps: 
interesting point detection, feature description, and feature 
matching. First, interesting points are selected at the specific 
location in the image. Next, each of the interesting points is 
represented by a feature vector, namely, feature descriptor, 
which describes the geometric properties of the point with 
strong resistance to the transformation of homography matrix. 
Finally, features between two images are matched by 
comparing the differences between each of the feature vectors. 
There are several well-known features detection methods [1], 
such as Scale Invariant Feature Transform (SIFT) [2], 
Speeded-Up Robust Feature (SURF) [3], and Principal 
Components Analysis (PCA-SIFT) [4]. In practice, the 
dimension of feature vector depends on the amount of 
information that it used to describe the interest points 
distinctively. In the other words, feature vectors have high 
dimensionality for the descriptor design purpose of accuracy 
and robustness. Hence, the task of feature matching is to 
identify the most similar matches between different high-
dimensional vectors which are the most computationally 
expensive part.  

Given that exhaustive search is an intuitive and well-known 
approach for feature matching, the main challenge is that it 
requires a great amount of computation cost for high 
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dimension feature matching. For example, if we have to match 
k dimension feature vectors of SIFT descriptors between two 
images, the computation cost increases as the order of O(kMN), 
where M and N are the number of the features on each image. 
Moreover, the overfitting problem may seriously cause the 
matching inaccuracy that requires an iterative filtering process 
to handle. Therefore, it is not applicable to real-time tasks 
which are essential for modern computer vision application. 

The present feature matching methods can be separated into 
two categories: distance metric and space partition. The 
former estimates the distance in feature vector space, and then, 
each of the two features in the different images which contain 
the shortest distance is formed as a feature pair. The 
exhaustive search method is an example and is improved by a 
considerable amount of literature for decades. Song et al. [5], 
[6] speed up the searching process by using a norm-sorted 
database. However, in real-time applications, the input data 
are non-sorted that need an additional computation cost of the 
sorting process before the use. Tsai et al. [7] apply Multi-
resolution Candidate Elimination (MRCE) technique to deal 
with such problem by simply the prior knowledge of 
geometric transform between the two images, and hence 
degrade the matching accuracy as a tradeoff. The space 
partition method creates a tree structure to efficiently speed up 
the search of the nearest neighbors. Using KD-tree for 
matching [8], is a typical example of the space partition 
method. Silpa-Anan and Hartley [9] use multiple KD-trees 
from the same data set to improve the search performance. 
Muja and Lowe [10] present the priority search k-means tree 
algorithm to approximate nearest neighbors. However, all of 
the space partition approaches require additional memory for 
storing the tree structures. Furthermore, the size of memory 
will set limit on the matching performance which is not 
desirable. 

According to the pros and cons of the feature matching 
approaches, we are motivated to develop a feature matching 
method that decreases the amount of redundant matching of 
exhaustive search approaches. Inspired by [7], our design 
reduces a great amount of redundant matching and hence 
overall degrades the computation cost of linear exhaustive 
search (LES) approaches. Furthermore, our matching method 
is designed without using a simplifying the prior knowledge of 
homography between the different images. Therefore, we 
leverage the applicability and the overall matching quality of 
LES approaches. 
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Fig. 1 The flow chart of proposed method 
 

II. METHOD 

The proposed method reduces the computation cost of 
feature matching by using k-means clustering. It mainly 
contains three parts: 1) construction of L1 norm based pyramid, 
2) k-means cluster matching, and 3) pyramid-based descriptor 
matching. The details of each step are demonstrated in Fig. 1 
and explored in this section. 

A. Construction of L1- Norm-Based Pyramid 

As described in the previous section, we target on reducing 
the computational cost of feature matching. Under the same 
scene, two images I1 and I2 are captured at different camera 
positions. We utilize an existing algorithm to detect interest 
points in the image and represent each of the points with 2l 
dimension vector. Inspired by [5]-[7], a pyramid structure is 
constructed on the feature vector domain for each interest 
point in the two images. Each layer of the pyramid contains 
one dimension information. From bottom to top of the 
pyramid, the element of layer i is computed by  
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  , 1 2ik                          (1) 

 
where u( i ) 

 k is the k-th element of layer i. In the other words, 
there is only one element in the top layer of the pyramid. The 
whole pyramid is constructed without sorting process because 
of time-consuming concern.  
 

 

Fig. 2 L1-norm-based pyramid structure 

B. k-Means Cluster Matching 

To reduce the computation cost of feature matching, the 
feature points in the image are clustered by using k-means 
algorithm [11]-[13]. That is, given the position vector x of 
each feature point, we have to solve the objective function  
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where cj is the position vector of the center point of j-th cluster 
Sj. The center point ci is stored in the cluster matching process 
between the two images. We compute the Euclidian distance, 
and hence each of the two closest clusters at different image 
forms a cluster pair. The number of cluster pairs depends on 
the parameter k. 

C. Pyramid-Based Descriptor Matching 

The final step of the proposed method is a matching process 
between each two feature-based pyramid in different images. 
As mentioned in the previous section, our method seeks to 
reduce the amount of redundant feature matching. In practice, 
only the features in the same cluster pair are used for the 
match. For each cluster pair Sj1 and Sj2 on image I1 and I2 

respectively, we estimate the average Manhattan distance of 
the cluster pairs 
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where M and N are the number of feature points in cluster Sj1 
and Sj2, respectively. After that, the matching process begins 
from the top layers of each two pyramids. 
 

 

Fig. 3 The matching performance using various parameter k of k-
means clustering. The blue line represents the average computation 

time. The green dashed line represents the average inlier ratio of 
matched pairs 
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process in the next layer of two pyramids until reaching the 
bottom layer of the pyramid. Otherwise, we consider the two 
features as unrelated feature points. Therefore, any matched 
feature pairs have to satisfy the condition that each of the 
Manhattan distance between the elements in the same layer of 
pyramids is smaller than Dmin. 

III. EXPERIMENT 

An experiment is conducted to evaluate our method. The 
input of our simulation tests is synthetic scenes from the 
benchmark of Nister and Stewenius [14] and Mikolajczyk amd 
Schmid [15]. We utilize SIFT algorithm [2], [8] to locate the 
feature points in different images and represent each of them 
with a 128-dimensional vector. Then, we apply our feature 
matching method to obtain matched feature pairs between 

different images. To evaluate the matching performance, the 
matched feature pairs are classified into inlier and outlier pairs 
according to the homography matrix [1]. In practice, we input 
the position data of matched feature pairs to the OpenCV 
findhomography function with Random Sample Consensus 
(RANSAC) method to handle the classification. Then, we 
compute the inlier ratio by  
 

/inlier allR W W                                 (4) 
 
where Winlier and Wall are the number of inliers and the total 
feature pairs, respectively. Due to the random property of k-
means algorithm, we run the method 10 times and compute the 
average inlier ratio. The computation time of the matching 
process is also considered in our test.  

 
TABLE I 

PERFORMANCE COMPARISON OF 600 SCENES 

Matching method 

LES MRCE [7] Proposed method 

Average Inlier ratio Average Time (sec.) Average Inlier ratio Average Time (sec.) Average Inlier ratio Average Time (sec.) 

0.499 59.311 0.486 3.430 0.509 3.549 

 
TABLE II  

PERFORMANCE COMPARISON OF FIVE SELECTED SCENES 

Test scene 

Matching method 

LES MRCE [7] Proposed method 

Inlier ratio Time (sec.) Inlier ratio Time (sec.) Inlier ratio Time (sec.) 

Fig. 4 (a) 0.848 53.568 0.900 3.910 0.911 3.010 

Fig. 4 (b) 0.702 6.016 0.676 1.271 0.715 1.299 

Fig. 4 (c) 0.556 45.773 0.778 3.339 0.800 3.344 

Fig. 4 (d) 0.611 36.650 0.433 2.636 0.512 2.642 

Fig. 4 (e) 0.736 98.594 0.614 4.766 0.624 4.542 

 

To determine the parameter k of k-means clustering, we 
repeat the experiment with various k setting using 600 test 
scenes from the benchmark dataset. The experiment results are 
shown in Fig. 3. We can see that the computation time and the 
average inlier ratio of matched pairs increase as k increases 
from 3 to 6. To achieve the balance of joint matching 
performance, k should locate at the point before the crossing 
section of the two lines in Fig. 3. Therefore, we suggest setting 
k to be 4 for a desirable joint matching performance of both 
computation time and average inlier ratio of matched pairs. 

We compare the matching performance of our method with 
LES and MRCE [7] with another 600 test scenes. The 
comparison is shown in Table I. We can see that our method 
outperforms LES and MRCE in the comparison of the average 
inlier ratio of matched pairs. Although the computation time 
of this method is slower than MRCE, the average ratio of 
inlier feature pairs is higher than that of MRCE. This is 
because our k-means clustering process suppresses the impact 
of Dmin inaccurate estimate.  

As described in the previous section, the computation of 
Dmin is required for the matching process. The physical 
meaning of Dmin is a generalized distance of the geometric 
transform between different images. If wrong matching 
feature pairs exist in the computation, which are extreme 

values of the input, estimation error of Dmin occurs due to the 
averaging operator. MRCE does not contain clustering process 
before the Dmin computation. Hence, it simplifies the prior 
knowledge of Dmin as a fixed distance of the geometric 
transform for every matched pair in that MRCE suffers from 
the inaccurate Dmin problem. This causes a serious impact 
when the two matching images are captured in the same scene 
but with different illuminations or blurriness. To elaborate, we 
empirically select five typical scenes from the 600 test scenes 
as shown in Fig. 4. The first two image pairs are images 
captured in different camera positions, and the third pair is in 
different zoom settings. The fourth and fifth image pairs are 
the same images with different blurriness and illumination, 
respectively. The experimental results of the five scenes are 
shown in Table II. In Table II, we can see that the inlier ratio 
of MRCE is the lowest in the comparison of test scene Figs. 4 
(d) and (e) due to inaccurate Dmin problem.  

On the contrary, the k-means clustering process of our 
method reduces some sort of wrong feature matches from the 
computation and hence suppresses the impact of wrong 
matching pairs. In this circumstance, the accuracy of the Dmin 
estimate will be improved. As a result, the introduced method 
will effectively reduce the redundant matching and it improves 
the matching accuracy.  
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(a)                                                                         (b)                                                                                 (c) 
 

                     

(d)                                                                                                (e) 

Fig. 4 The comparison of matched feature pairs between LES (left), and MRCE [7] (middle), and the proposed method (right). The green lines 
and red line represents inlier and outlier feature pairs, respectively. (a) and (b) are the affine transformed images, (c) are the scale changed 

images, (d) are the blurred images, and (e) are the illumination changed images 
 

IV. CONCLUSION 

We have described a feature matching method based on 
combining L1-norm based pyramid and k-means clustering. 
Our method prevails over the conventional brute force method 
and previous linear exhaustive approaches in the average ratio 
of inlier matched feature pairs. The method lays the 
foundation of the robust feature matching without using a 
simplified prior knowledge of homography and additional 
memory needs.  
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