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Abstract—We describe issues bedeviling the coordination of 
heterogeneous (different sensors carrying agents) multi-agent 
missions such as belief conflict, situation reasoning, etc. We applied 
Bayesian and agents' presumptions inferential reasoning to solve the 
outlined issues with the heterogeneous multi-agent belief variation 
and situational-base reasoning. Bayesian Belief Network (BBN) was 
used in modeling the agents' belief conflict due to sensor variations. 
Simulation experiments were designed, and cases from agents’ 
missions were used in training the BBN using gradient descent and 
expectation-maximization algorithms. The output network is a well-
trained BBN for making inferences for both agents and human 
experts. We claim that the Bayesian learning algorithm prediction 
capacity improves by the number of training data and argue that it 
enhances multi-agents robustness and solve agents’ sensor conflicts.  
 

Keywords—Distributed constraint optimization problem, multi-
agent system, multi-robot coordination, autonomous system, swarm 
intelligence.  

I. INTRODUCTION 

ETEROGENEOUS multi-agent missions consist of a 
combination of different types of agents, with different 

capacities, sensor profiles, endurance, and roles tasked 
together to perform an assigned task. The heterogeneous 
multi-agent mission is more robust and scalable due to the task 
distribution base on specialization. For example, a team of 
heterogeneous robots conducting rescue missions may 
comprise different types of aerial and grounds robots. Some of 
the agents can be digging, searching, extinguishing a fire, etc. 
based on their capacities [1], [2]. Despite the precious 
advantage of heterogeneous multi-agent missions, challenges 
arise in task distribution and scheduling (i.e., who does what 
task and why? based on the current environmental situation) 
[3]-[5], information fusion [2], [6]-[8], inter-agent belief 
conflicts [8], communication burden [9], [10], scalability, and 
localization [5], [11], [12]. The issue severity varies by the 
architecture of multi-agent coordination used, which could be 
centralized or decentralized. In centralized coordination, the 
agents are connected to a central station which is responsible 
for managing all the outlined issues. In decentralized 
coordination, agents act independently and solely relied on 
their sensor information for making decisions.  

The issue of task distribution involves the optimal 
assignment of the task to agents in order to minimize costs. 
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Therefore redundant task allocation may increase resource 
consumption and mission inefficiency. The data fusion 
problem is the challenge that occurred in merging different 
data from different agents to make an optimal decision [9], 
[13], [14]. The belief conflict exists when agents are using 
different sensors to detect a target — for instance, a team of 
agents carrying thermal, infrared, and visual sensors to detect 
fire outbreaks. Agents using visual sensors (camera) may 
detect a yellowish object and start a false alarm while other 
agents could argue that it is a false alarm. In contrast, 
inferential reasoning involves the use of the available data to 
make predictions, estimations, and conclusion on other 
variables by making the available data as the evidence for the 
derived forecasts [1], [15]-[17], for example, using previous 
cases to predict the occurrence of future variables. In this 
paper, we are going to apply the concept inferential reasoning 
to heterogeneous multi-agent belief variation using inferential 
reasoning.  

II. BACKGROUND 

A. Inferential Reasoning 

Inferential reasoning involves the act of utilizing little data 
to make predictions, estimations, and conclusions with a high 
degree of accuracy [16], [17]. Bayesian inference is the well-
known statistical approach of making inferences (prediction) 
using conditional probabilities in (1) [18]: 

 

P(Xi(t)|Y(t)) = 
∗ |

∑ ∗ |
     (1) 

  
where X1(t), X2(t), X3(t), ..., Xn(t) is the set of mutually 
exclusive events at a given time. BBN provides the graphical 
representation of the variables (as nodes) and their causal 
relationships. It comprises of an acyclic graph and a 
conditional probability table for making decisions. The acyclic 
graph G(V, E) where V represents the nodes containing state S 
= {s1, s2, s3, s4,…, sn} ∀ siϵV. E is the set of directed edges 
showing relationships between nodes hierarchy. A directed 
links from node A (parent) to node B (child) shows a causal 
relationship between the nodes (from A to B). The conditional 
probability table provides a list of cases and their outcomes. 
Fig. 1 shows an example of a BBN for updating agents' belief 
on the presence of fire using heat sensors. 

BBN in Fig. 1 shows that flame and hotspot cause smoke 
and raise in temperature, flames cause hotspot. If there is a 
high temperature, the agents believe that there is a fire and it 
raises an alarm. The conditional probability table provides the 
set of conditions for checking fire present. For example, Table 
I shows an example of a conditional probability table for the 
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node start alarm.  
 

 

Fig. 1 BBN for Fire Detection 
 

TABLE I 
 EXAMPLE OF CONDITIONAL PROBABILITY TABLE (CPT) FOR STARTING AN 

ALARM 

Belief in Fire Alarm 

True Yes 

False No 

 

In every BBN, each node has its CPT, and experts or agents 
(based on learning) can provide the probabilities of the states 
during missions. Predictions can be made using (1). Cases can 
be recorded and using a set of algorithms to train the network 
using previously gathered data. For example, in search and 
rescue missions, previous operations data can be used in 
training the network. The most popular training algorithms are 
gradient descent, expectation-maximization, and counting 
algorithms [19]. Gradient descent and expectation-
maximization provide an iterative approach in finding optimal 
predictions using missing or uncertain findings. Counting 
algorithms is only applicable during BBN diagnosis and deal 
with only known and specific data [19].  

Agents can also make an inference from self-presumption 
based on the known parameters of other co-agents in a 
mission. For instance, in a multi-agent search and rescue 
mission, if an agent sees its co-partner loitering over a place, it 
can perceive that there is an exciting object (based on the in-
built knowledge) in that location and therefore act cognitively 
to support that agent. These collaborative behaviours enhance 
the agents' efficiency and minimize resource consumption 
[20]-[23].  
Definition. Multi-agents’ self-presumption inferential 
reasoning can be defined as the tuple I = (A, α, λ, β). A = {a1, 
a2, a3,..., an}, aiϵA, ai is the set of agents in multi-agent mission. 
α is the set of parameters known by each agent in the mission. 
λ is the set of actions corresponding to the parameters. β is an 
function for mapping parameters with the set of actions (β: λ \ 
α →A). 

B. Heterogeneous Multi-Agent Coordination 

Coordination of multi-agents involves planning, reasoning, 
and decision strategies to maintain the formation, planned 
paths, task distribution, and self-organization of the agents 
[24]. It also involves task allocation among robots, 
information merging, collision avoidance, collaborative 
behaviours enhancement, pathfinding, and navigation control 
[25]-[30]. Managing a team of agents can be achieved broadly 
in two ways. These are centralized or decentralized 
(distributed) approaches [31]. Centralize coordination allows 
the use of a central server to control the coordination problem. 
In a decentralized approach, agents act independently [32]. 
Heterogeneous multi-agent coordination involves the 
reasoning activities to control different types of agents with 
different sensor profiles, endurance, and roles effectively. 
Mostly, heterogeneous multi-agent missions provide a robust 
solution to the various multi-agent missions such as search and 
rescue, surveillance missions, etc. It allows an effective task 
distribution by categorizing agent based on their area of 
specialty. It comes with various issues such as conflicts in 
belief variation due to sensor differences and so on. For 
example, tasking a team agents (e.g., Quadrotors UAVs, fixed 
wings UAVs, legged robot, and wheel robot) to conduct forest 
fire monitoring, the agents with the thermal sensor may have a 
different belief with the other agent. This belief variation can 
affect the outcome of the mission. Positive affection allows 
the agent to detect false alarm. Challenge also arises in making 
a decision and agents’ sensor data prioritization. Table II 
summarizes some of the challenges in handling heterogeneous 
multi-agent missions. 

 
TABLE II 

SUMMARY OF ISSUES IN HETEROGENEOUS MULTI-AGENT COORDINATION 

Challenge Causes Effects 

Belief 
variation 

Different sensor profile, 
sensor fault, and uncertainty 

during data collection 

Robust task allocation and 
central decision making [8] 

Data fusion Time-varying data acquisition 
Poor decision making and 
communication burdens 

[9], [13] 

Connectivity 
Centralized coordination or 
information merging [33], 

[34] 

Communications cost and 
unreliability in 

communication link. 

Task 
allocation 

Division of labour among 
agents 

Effective and non-
redundant task allocation 

[5] 
 

In this paper, we pay attention to the application of 
distributed BBN in belief variation of heterogeneous multi-
agent missions. We also itemize some challenges and 
applications of inter-gent belief conflict. 

III. RELATED WORK 

Different challenges of heterogeneous multi-agent missions 
were addressed in the literature, such as the challenges of task 
allocation were addressed in [5], [35], [36], communication 
burden [10], [35], collaborative behaviours [37], [38], 
Bayesian reasoning [8], [18], [39] etc.  

Bayesian reasoning was applied to solve various issues in a 
heterogeneous multi-agent mission. In [9] is modelled multi-
agent data fusion tasks using BBN. Each agent represents a 
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node in the network, and agents are arranged in hierarchical 
order (Distributed Perception Network). Protocols were 
assigned for interpreting information using Markov 
boundaries (i.e., agents' self-presumption inference). The 
Markov boundary of each node comprises of its children, 
parents, and parents of children. Separate rules were used in 
interpreting messages from different Markov boundaries. The 
rule-based approach reduces the communication burden 
during data fusion. In [8] we described how Bayesian 
reasoning and learning can be merged with published-
subscribe strategy to solve inter-agent sensor data conflicts. In 
order to allow situational reasoning, we used a priority-based 
strategy. Multi-agent sensor data fusion using machine 
learning novelty detection algorithms were described in [40]. 
They monitored a polymer industries section using different 
sensors and applying neural networks, support vector machine, 
K-nearest neighbours algorithms to detect and filter out 
novelty (data conflicts) before merging the information. 
Reference [41] describes a confirmation-based approach for 
heterogeneous multi-agent belief evaluation in forest fire 
lookout mission. Different agents carrying different sensors 
were tasked with the mission. When an agent detects the 
target, other agents have to confirm in order to evaluate and 
filter out the real detections and false detections.  

In [16] the authors described a logical crime evidence 
assembling using BBN. The conflict between facts is resolved 
by adjusting and prioritizing node’s probabilities to make 
optimal decisions. The priority came from the belief in the 
data saliency. Reference [17] shows a process of applying 
Bayesian inference to logical implications where the causality 
relationship can be posed as logical propositions. In the above 
mentioned literature, Bayesian inferential reasoning provides a 
suitable way of making appropriate estimations, concluding, 
and resolving conflicts from the little data at hand under 
severe constraints and uncertainty. This paper wants to show 
how inferential reasoning (both Bayesian inference and self-
presumption) can be applied in resolving heterogeneous 
agents' belief variations.  

Our approach modelled the issues of multi-agent belief 
variation due to sensor differences and applied Bayesian and 
agents’ self-presumption to agents' prediction and learning 
behaviours. This approach will allow mission tracking and 
prediction using Bayesian learning. For instance, agents’ 
mission data will be used for the BBN training. The learned 
BBN can be used by the agents to predict what will happen in 
the mission with some high degree of accuracy.  

IV. EXPERIMENTAL RESULTS 

We set patrol missions for a team of heterogeneous 
Unmanned Aerial Vehicles (UAVs) conducting forest fire 
lookout on Aerospace Multi-agent Simulation Environment 
(AMASE) [42]. The patrol waypoint follows the levy 
distribution of (2). It is an animal-inspired exploration 
approach that gives a well-diverse waypoint for multi-agents 
searching [43]-[45].  

 

P(λ) = cos 𝜆𝑡
∞

.𝑒 λ   0<c≤2    (2) 

 

where λ is the step size, and c is the constant value, t is the 
time since the last generated waypoint. The agents are of 
different capacities and sensor profile. Fig. 2 describes one of 
the scenes from our experiment.  

 

 

Fig. 2 Team of Heterogeneous Agents Conducting 
 

Fig. 2 describes a team of fixed-wing and multi-rotor UAVs 
conducting fire lookouts tasks. We assume that the fixed-wing 
UAVs are carrying visual sensors due to their endurance 
capacities. Their BBN, together with state probabilities, are 
shown in Fig. 3. The multi-rotor UAVs are carrying heat 
sensors due to their maneuverability. We design the agents 
BBN for visual and heat sensors on Netica [19], as shown in 
Figs. 1 and 3. In order to have an effective sensor conflict 
modelling, the yellowish shapes labeled ‘A’ and ‘B’ represent 
real and fake fire. The fake fire will be confusing one of the 
agents, for example, agent using camera sensor will be 
confused by a dried yellow grass. 

 

 

Fig. 3 BBN for Agent using Visual Sensors 
 

We assume that the agents have instant access to their BBN 
and update the probabilities. The forest fire wardens or agents 
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at a base station can detect belief variation and set plans for 
confirmation by other agents. The recorded conflict can be 
used to train the networks to detect and abandon belief 
conflict. Fig. 4 describes the operation cycle. 

 

 

Fig. 4 Multi-agent Belief Conflict Monitoring 
 

TABLE III 
AGENTS’ BELIEF CONFLICT REPORT SHEET 

Event_ID Agent Time Location 

0 UAV1 T1 L2 

1 UAV4 T2 L6 

2 UAV1 T7 L7 

3 UAV1 T2 L8 

4 UAV4 T5 L9 

5 UAV4 T4 L7 

6 UAV4 T10 L8 

7 UAV1 T3 L5 

8 UAV1 T1 L6 

 

 

Fig. 5 Agents’ Belief Conflict Recording and Training BBN. 
 

From Fig. 4, the agents will be updating their BBN based 
on the sensor data. Agents and/or humans monitoring the 
missions can detect beliefs conflict and send other agents for 
the missions’ updates as well as record the event on for BBN 
training purposes (Fig. 5). All conflict recorded by the agents 
or humans from the UAVs can be monitored and used for the 
BBN training using gradient descent [46], or expectation 
maximization [47] algorithms. The outcome of these 
algorithms is another BBN with predictions capacity which 
can be used for decision making and prediction purposes by 
the agents. Table III describes the sample of the reports 

recording sheet. T1,...,Tn and L1,...,Ln represent the time and 
location range respectively (e.g. 02:15-03:15, 140E-180E). 

We train the network in Fig. 5 using the belief variation 
conflict (detected by the fixed-wing UAVs in Fig. 2) using the 
expectation-maximization algorithm [47]. During the 
expectation-maximization training, we monitor the location 
node prediction error, which is directly proportional to the 
sample number network (Fig. 6). The output learned BBN will 
be used in making predictions against near future event for the 
occurrence of sensor conflict (based on experience) and how it 
occurs given the BBN current conditions.  

 

 

Fig. 6 Number of Sample versus Error Rate 
 

Fig. 6 describes graph of the number of samples versus the 
error rate of the prediction. The error rate is the measure of the 
number of times the learned network predicted a wrong entry 
[19]. It ranges from 0 zero to 1, with 0 being the best. The 
result shows that the network perfection grows up (lower error 
rate) by the increase in the number of samples. If it followed 
random distribution as in Fig. 6, average data could be used in 
training the network (i.e., it does not need much data). The 
learned network can be applied in diagnosing agents’ mission 
failures, agent's and co-agent’s future actions as such 
optimizing the mission cost, and may serve as estimation 
measure for other optimization algorithms.  

V. CONCLUSION 

In this paper, we describe the issues bedeviling 
heterogeneous multi-agents missions. Our attention goes to 
inter-agents belief conflict due to sensor differences. We also 
describe inferential reasoning using Bayesian inference and 
agents' self-presumption. Our experiment uses a team of 
different agents in conducting wildfire monitoring. Agent 
belief variations were tracked and used to train the BBN. The 
results show that the higher the available cases, the higher the 
perfection of the trained network. We also describe how this 
can be applied in detecting beliefs conflict using Bayesian 
learning algorithms (expectation-maximization and gradient 
descent). Although result came as expected, our approach 
gives the first step in predicting and tracking sensor conflict 
and multi-agent mission using Bayesian reasoning. In the 
future, we are looking at sufficient conflict resolution, BBN 
merging, and learned network error rate behaviours with big 
data.  
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