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Abstract—The layout optimization of building blocks of unequal
areas has applications in many disciplines including VLSI
floorplanning, macrocell placement, unequal-area facilities layout
optimization, and plant or machine layout design. A number of
heuristics and some analytical and hybrid techniques have been
published to solve this problem. This paper presents an efficient high-
quality building-block layout design technique especially suited for
solving large-size problems. The higher efficiency and improved
quality of optimized solutions are made possible by introducing the
concept of Promising Infant Clusters in a constructive placement
procedure. The results presented in the paper demonstrate the
improved performance of the presented technique for benchmark
problems in comparison with published heuristic, analytic, and hybrid
techniques.

Keywords—Block layout problem, building-block layout design,
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[. INTRODUCTION

HE Block Layout Problem (BLP) involves optimal

placement of unequal-area rectangular blocks on a 2-D
plane such that a certain objective function is optimized
subject to specified set of constraints. It has applications in
many fields including VLSI floorplan design [1]-[10],
macrocell placement optimization [11]-[14], unequal-area
facilities layout optimization [15]-[26], and plant or machine
layout design [27]-[30]. The difference in various above-
mentioned applications is the nature of objective or cost
function and constraints. For instance, in VLSI floorplan
design and macrocell placement optimization a commonly
used objective is minimization of total wirelength while in the
case facilities or machine layout design the objective is
generally to minimize the total material handling cost. One
important constraint that is common to all applications is non-
overlapping of blocks. As no general solution exists for this
complex optimization problem, numerous heuristic techniques
including those based on simulated annealing [10], [17], [26],
genetic algorithms [15], [28], Tabu search [21], [24], particle
swarm optimization [21], [25], ant colony optimization [4],
[29], and other heuristics [6], [9], [23], [30] have been
developed to efficiently solve this problem for a near-optimal
solution. The heuristic techniques, in general, either do not
consider the actual dimensions of the blocks or assume them
to be all having the same areas during the initial phase of
finding the relative placement but have been quite successful
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as they are capable of finding good solutions taking into
account a variety of practical constraints for various
applications. However, for problems where the variation in the
sizes of blocks does not justify the equal-area assumption, the
optimized layouts will have significant overlaps. To remove
these overlaps, the blocks are arbitrarily moved and the
resulting overlap-free layout is no more an optimal layout. In
contrast, some highly efficient analytical techniques for large-
scale block layout problems have successfully incorporated
the geometrical specifications in their mathematical
formulation and therefore have the distinct advantage of
producing optimal layouts without any overlaps [12], [14],
[19], [22], [31]. However, most analytical techniques are not
as flexible as heuristic techniques for incorporating various
applicable constraints in the optimization process. By
combining the salient features of both heuristics and analytical
techniques, some hybrid techniques for block layout
optimization have also been published [16], [20].

A highly effective analytical placement technique for
solving BLP is based on cluster boundary search algorithm
[31]. Like other constructive techniques, it also builds the
layout block by block. However, unlike other placement
techniques, the algorithm efficiently explores all feasible
search space for the new block to ensure that it is placed,
without any overlaps, at its optimum position with respect to
the already placed cluster of blocks. While the search
algorithm is quite effective in finding the optimum position of
one block at a time, the ordering of blocks still affects the
quality of optimized layouts. In order to minimize the impact
of ordering on the quality of optimal layout design and reduce
search time, an analytical technique based on modified cluster
boundary search algorithm with improved ordering criteria has
been developed [22]. While the improved ordering criterion
has resulted in obtaining better layout designs, a number of
different firing orders are still required in order to select the
best layout among various designs achieved using these firing
orders. And if the number of firing orders is too large, the
computation time becomes quite excessive. Thus, while
increasing the number of firing orders increases the
probability of finding a better layout design, it also
significantly increases the computation cost.

The analytical technique presented in this paper is a
constructive placement technique primarily based on cluster
boundary search algorithm with three important developments.
These include identification and utilization of “Promising
Infant Clusters” to minimize computation time, a semi-
deterministic ordering criterion for obtaining multiple firing
orders, and an enhanced boundary search procedure for
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efficient placement of new block at its optimum position with
respect to the already placed cluster of blocks. Its performance
is compared with other techniques for some published
benchmark problems and it is shown that the performance of
the presented technique in obtaining improved layout designs
is better than other published techniques.

II. PROBLEM FORMULATION

Consider N rectangular blocks, with fixed dimensions, to be
placed on a continuous 2-D plane without any overlaps such
that a specified cost function is minimized. The position of i
block is defined by the coordinates of its centroid (xj,yj). Let

(L;,Wj) denote the length and width of i block along the X-
and Y-axes, respectively. Let matrix {« i } define the

connectivity relationship for all pairs of modules in a
VLSI/macrocell placement problem or the weighted flow
relationship between all pairs of facilities in a facility or
machine layout problem. The cost function F to be minimized
is defined as:

N-1 N
F=2 2 od; M
i1 =i

where, djj is the distance measured between the centroids of
blocks i and j and could be either of the following three
distance norms:

a) Euclidean distance:

d; = (( Xi_Xj)2+( Yi_yj')z)l/2 (@)
b) Squared Euclidean distance:
dj = 5 =%)"+(¥i=y;)’ 3)

¢) Rectilinear distance:

dj =[x =X [+]yi—y; | (4)
Subject to:
wi+wj
i—x > ——
or
hi+hj
yi-yil > — ®)

2

Equation (5) ensures that there is no overlapping of blocks
at any stage of the optimization process. The OR operator used
here is logical OR function, that is, either one or both
constraints are satisfied at each stage of the optimization
process. In other words, blocks i and j will overlap each other
if neither of the two constraints specified by (5) is satisfied.

[II. PROMISING INFANT CLUSTERS

In a constructive technique the ordering criterion plays a
very important role in determining the quality of optimized

layout design. While a better ordering criterion will definitely
contribute in obtaining improved layout designs, a number of
different firing orders are still required in order to select the
best layout design among various designs obtained using these
firing orders. However, if the number of firing orders is too
large, the computation time becomes quite excessive. Thus,
while increasing the number of firing orders increases the
probability of finding a better layout design, it also
significantly increases the computational cost. In the presented
constructive placement technique, the analogy of “catch them
young” is used for early identification of firing orders that are
expected to produce better layout designs. In this way, a large
number of firing orders can be tried and after only partial
placement of few core blocks, the promising firing orders are
identified and utilized for complete layout designs. In other
words, if n defines the total number of firing orders, partial
layouts of core blocks will be obtained for n firing orders but
complete layout designs will be obtained only for few
promising firing orders. This is explained below.

For layout design of N blocks, let there be M number of
core blocks (M < N), as defined by the user. Let there be total
“n” firing orders. In the first phase, “n” partial layouts will be
constructed block by block, for only M core blocks. These
partial layouts, called “Infant Clusters”, are obtained for n
different firing orders. Among the n Infant Clusters, K best
Infant Clusters (with least cost function values) are identified
for further development. These K Infant Clusters are called
Promising Infant Clusters (PICs). For these PICs, M core
blocks have already been placed but the remaining (N — M)
blocks are yet to be placed. For each of the K PICs, remaining
blocks are placed one at a time using W different firing orders
and finally the solution with the least value of cost function is
selected as the optimal layout design.

It is important to note that in constructive boundary search
procedure the computational cost is proportional to the
number of placed blocks. Thus identification of Promising
Infant Clusters in initial phase and their full development for
all N blocks in the second phase will allow a much larger
number of firing orders to be attempted for the same
computational cost as is possible with conventional approach
of obtaining full layout designs for all firing orders. This two-
phase PICs-based optimization process involving multiple
solutions is explained in Fig. 1.

IV. SEMI-DETERMINISTIC ORDERING CRITERION

It is a common practice to use either a completely random
or purely deterministic ordering criterion for a constructive
placement procedure for solving block layout problems. While
complete random ordering has no logical basis, a purely
deterministic ordering criterion restricts the number of firing
orders to a limited number. For this reason, it was decided that
some kind of randomness needs to be introduced in the
deterministic firing orders to provide additional semi-
deterministic firing orders. Let there be D number of
deterministic firing orders, as defined by the user. The user
will also define the number of semi-deterministic firing orders
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S for each deterministic firing order. Thus the total number of
firing orders “n” is determined as:

n=D(S+1) (6)

A. Deterministic Firing Orders

The procedure for determining each of the D deterministic
firing orders is explained below.
Each firing order comprises of a Lead Block and Follower

Blocks. The following ordering function @i for i block is
determined for all blocks (i =1 to N):

@i =AY Y ;) 7

where 4; is the area of the i" block (w; x h;) and y specifies the
user-defined weight on areas of blocks for determining the
ordering function. This means that blocks that have more
connectivity or flow relationship with other blocks will tend to
have a larger value of ordering function. If y > 0 then larger
size blocks will contribute more towards a higher value of the
ordering function. On the other hand, if y < 0 then smaller size
blocks will contribute more towards a higher value of the
ordering function. The blocks’ areas will have no impact on
the ordering if v is selected as zero.

The N values of the ordering function ¢; are sorted in the
descending order. The first block in this sorted list is taken as
the Lead Block for the first deterministic firing order, the
second block in the sorted list is taken as the Lead Block for
the second deterministic firing order, and so on until Lead
Blocks are defined for all D deterministic firing orders.

To determine the Follower Blocks for each deterministic
firing order, the ordering function, defined in (7), is calculated
for all unplaced blocks with one difference; the summation is
carried out only with respect to the already placed blocks.
Thus, for the first Follower Block, the ordering function will
be determined with respect the Lead Block only, and for the
second Follower Block the ordering function will be
determined by doing the summation for the Lead Block and
the first Follower Block, and so on. This process is repeated
for each of deterministic firing order.

B. Semi-Deterministic Firing Orders

For each deterministic firing order, S semi-deterministic
firing orders are determined by randomly swapping two of the
Follower Blocks in that deterministic firing order. In other
words, the Lead Block will remain the same for a
deterministic firing order and its S semi-deterministic firing
orders. As an example, consider that N=6, D=3, and S=2. The
total number of firing orders is given as:

n=32+1)=9
Let the first deterministic firing order be given as:
BS, B3, B1, B6, B4, B2

Then its two semi-deterministic firing orders can be as:

BS, B3, B4, B6, B1, B2
BS, B4, B1, B6, B3, B2

That is, block B5 always remains the Lead Block and two
of the Follower Blocks are swapped to get a semi-
deterministic firing order.

N =i
Blocks =1
Step M
B CoreBlocks

n different
instances

M Core ' MCore = M Core z
Blocks | PBlocks Blocks
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Fig. 1 Two-phase PICs-based optimization process optimal
placement

Blocks

C.Search Strategy

The following procedure is repeated for each instance of the
“n” firing orders. Place the Lead Block in the center of a two-
dimensional continuous plane and then place the first Follower
Block at its optimal position. This optimal position will be
somewhere along the edges (sides) of the Lead Block because
placing it away from the edges will increase the value of the
cost function and placing it any closer will result in
overlapping with the Lead Block. To determine the optimal
position of the Follower Block, one-dimensional (1-D) search
is carried out, using the modified quadratic-fit procedure [32],
along all the four sides of the Lead Block and for both
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possible orientations of the Follower Block. Among the eight
optimal positions, the Follower Block is placed at a position
(with appropriate orientation) that corresponds to the
minimum value of the cost function.

The above procedure is repeated for the next Follower
Block in order. However, this time 1-D search will be carried
out along each edge of the boundary formed by the placed
blocks. Among all the feasible optimal positions at different
edges of the boundary, the new block will be placed at a
position (with appropriate orientation) that corresponds to the
minimum (best) value of the cost function.

D.Enhanced Features

In the original cluster boundary search algorithm [31] the
cluster boundary is recalculated every time a new block is
placed. This process is time-consuming especially for large-
size layout problems. Furthermore, at every position
determined by the 1-D search, the algorithm will need to
check if the newly placed block overlaps with other blocks.
This process would require further computation time. Since
for the presented technique the number of firing orders “n” is
usually large, it is important that the optimization procedure is
fast enough to minimize the total computation time. This
consideration has led to the development of enhanced cluster
boundary search procedure that rectifies the above two
limitations. It updates the cluster boundary rather than
recalculate it at the start of every iteration and it defines an
overlap-free path so that 1-D search will be carried out
without any need to check for overlapping at every placement.
With these two enhancements, the presented search procedure
becomes highly computationally efficient.

The enhanced search procedure is explained with the help
of Fig. 2. A cluster of four blocks is shown in Fig. 2 (a) where
the right-most (fourth) block has just been placed at its
optimal position after carrying out the above-mentioned search
procedure. Prior to placing this fourth block at its optimal
position the cluster boundary corresponding to the three
already placed blocks was as shown in Fig. 2 (b). After the
fourth block is placed at its optimal position there is no need
to re-calculate the cluster boundary. Instead, the earlier
boundary of Fig. 2 (b) is simply updated to represent the latest
cluster boundary as shown in Fig. 2 (c). The next step is to
define the overlap-free search path for the fifth block, as
shown in Fig. 2 (d). The optimal position for fifth block is
searched along this overlap-free path and when it is placed at
its optimal position, the cluster boundary is again updated, as
shown in Fig. 2 (e).

VI. IMPLEMENTATION AND TESTING

The above-mentioned procedure was implemented in a
computer program written in C++ and C#. The program for
the presented technique named PICET (Promising Infant
Clusters based Enhanced Technique) was run on Acer laptop
using Intel Core i5 CPU running at 2.27 GHz and having 4GB
RAM. Its performance was compared for some published
benchmark problems [16], [34]-[36] as well as for two large-
size benchmark problems taken from VIP-PLANOT [33], a

well-known commercially available software package for
general-purpose block layout optimization. VIP-PLANOPT
uses a pseudo-exhaustive search procedure and produces high-
quality layout designs especially for large-size problems. For
all test problems the cost function is the same as defined by
(1) except for the 11-block problem where the cost function is
twice that defined by (1). Also, the distance norms used were
the same as specified for given benchmark problems. Both
positive and negative values of y were tested. The problems
IDs are as mentioned in [16] and [33].

[ ]

(a) (b)

(e)

Fig. 2 Enhanced cluster boundary search procedure

The test results are presented in Table I. As can be seen
from the presented results, PICET generated the best layout
designs for small-size as well as for large-size problems. For
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the 50-block benchmark problem it took 27 seconds, for the
100-block benchmark problem it took 42 seconds, and for
125-block problem it took 54 seconds to obtain the optimal
layouts without any overlaps. This shows that the presented
technique can obtain high-quality layouts with low
computational cost. For instance, for the 100-block benchmark
the cost of optimal layout obtained by PICET is about 10%
lower than that obtained by PLANOPT. Similarly, for 125-
block benchmark problem the cost for PICET layout is
12.16% lower than that obtained by PLANOPT.

TABLEI
COMPARISON OF RESULTS FOR BENCHMARK PROBLEMS
Problem ID No. of PLANOPT Published PICET
oble Blocks Cost [33] Costs Cost
OUH-006- 3314 [34]
Dxx [37] 6 379 3274 [16] 3185
OUH-011- 2714 [35]
IMx [38] 1 2730 2626 [16] 2418
OUH-050- 71,291 [36]
EOS [33] 50 78,224 71151 [16] 70,657
L100 [33] 100 538,193 - 484,432
L125B [33] 125 1,096,800 - 963,426

The optimal layout designs obtained by PICET for 50 and
125 block benchmark problems are shown in Figs. 3 and 4,
respectively. It is interesting to note that for many test
problems negative weight on blocks’ areas (y) yielded better
results. This is quite obvious for the layout design shown in
Fig. 3 for the 50-block benchmark problem. The layout was
obtained by using y = -0.75 and the number of core blocks as
16. As may be noted, the small-size blocks are mostly in the
inner part and most of the large-size blocks are on the outer
side. The same value of y = -0.75 was used for the 125-block
layout shown in Fig. 4. Once again, the inner core is mostly
composed of small-size blocks while larger-size blocks are on
the outer side of the layout. One possible reason for achieving
better layout designs in many cases is that when starting with
smaller size blocks more blocks with high connectivity or flow
relationship form a cluster with reduced cost due to smaller
distances among them. With a high positive value of vy, the
large size blocks will form an initial cluster occupying large
space and therefore smaller blocks with relatively high values
of connectivity or flow relationship will have to be placed at
larger distances resulting in higher value of cost function.

VII. CONCLUSION

The concept of Promising Infant Clusters is introduced to
minimize the impact of ordering on a constructive placement
technique for block layout optimization. The enhanced cluster
boundary search procedure used in the presented technique is
highly efficient and thereby multiple firing orders based on a
semi-deterministic ordering criterion can be attempted with
minimal computational cost. The test results with small- and
large-size benchmark problems, involving up to 125 unequal-
area blocks, have shown that the presented technique can
generate high-quality layouts with small computational cost.

(1

(2]

B3]

[4]

[

(6]
(7]

(8]

Fig. 4 Optimal layout for 125 block benchmark
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