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#### Abstract

In the following article we begin from a multi-parameter unstable nonlinear model of a Quadrotor. We design a control to stabilize and assure the attitude of the device, starting off a linearized system at the equilibrium point of the null angles of Euler (hover), which provides us a control with limited capacities at small angles of rotation of the vehicle in three dimensions. In order to clear this obstacle, we propose the identification of models in different angles by means of simulations and the design of a controller specifically implemented for the identification task, that in future works will allow the development of controllers according to fast and agile angles of Euler for Quadrotor.
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## I. Introduction

AQuadrotor is an agile and flexible vertical take-off aerial vehicle with capabilities to work in multiple applications such as image recognition [5], [6], [26], agricultural applications [24], military tactics [13] and so on.

Several articles have published many models and controllers implemented in different ways to make motion control of a Quadrotor [25]-[27], being the PhD thesis [10], the most complete and illustrative document on this subject. Other authors we have started from this experience to improve the operating features of the vehicle.


Fig. 1. Reference frame in Quadrotor
In spite of the controllers obtained from analytical models have a good performance, we propose that the controllers designed using experimentals models could have better responses since the controller designed is obtained from real values. This article aims to show a simulation case

[^0]in which mathematical models are based on identification techniques such as parameter estimation and ARX (AutoRegressive with eXogenous inputs) in order to design controls in different positions and angular velocities to extend the range of operation.

Section II presents a nonlinear model and its linearized model at an equilibrium point. Section III-A shows LQR control with integral effect and its performance, and then it is applied in section IV-B1 where a controller with observer is designed which allows a mathematical solving for the plant that makes possible the model identification from ARX techniques and estimation of parameters given in Section IV-B. Finally, the conclusions raise some observations and suggestions to consider in making identifications of nonlinear and unstable models. [5]-[12], [14]-[17], [22], [23], [27], [28].

## II. Mathematical Model

A Quadrotor consists of a central body and four beams joined to it. Each beam has a motor with two rotating wings at the far extreme. The wings give sustentation to the vehicle and offer the possibility of controlling the orientation and translation of the system.

In the identification of nonlinear and unstable systems, as a Quadrotor, it is indispensable to count on some physical knowledge of the system because it helps to understand its unstable behavior when some test signals are introduced.


Fig. 2. Definition of Roll, Pitch and Yaw

The dynamic model of the vehicle developing in [18], [21] takes into account the aerodynamic effects of the rotating wings and results in an unstable non-linear system.

Fig. 1 shows the Quadrotor and its reference frame which is represented by the rotational transformation of the Roll-PitchYaw Euler angles as in Fig. 2.
Euler angles - Roll $(\phi)$, Pitch $(\theta)$ and Yaw $(\psi)$ - are defined as reference frames $x, y, z$ rotations around $Z, y^{\prime}$ and $x^{\prime \prime}$ in the amounts $\psi, \theta$ and $\phi$ respectively, as can be seen in Fig. 2.

According to the Newton-Euler equations, the translational and rotational accelerations for the Quadrotor aerial vehicle can be written as in (1):

$$
\begin{aligned}
& {\left[\begin{array}{llllll}
\ddot{x} & \ddot{y} & \ddot{z} & \ddot{\phi} & \ddot{\theta} & \ddot{\psi}
\end{array}\right]=} \\
& {\left[\begin{array}{c}
\frac{(\sin \phi \sin \psi+\cos \psi \sin \theta \cos \phi) \sum_{i=1}^{i=4} T_{i}}{m} \\
\frac{(-\cos \psi \sin \phi+\sin \psi \cos \phi \sin \theta) \sum_{i=1}^{i=4} T_{i}}{m} \\
\frac{m g-\cos \phi \cos \psi \sum_{i=1}^{i=4} T_{i}}{m} \\
\frac{\dot{\theta} \dot{\psi}\left(I_{y y}-I_{z z}\right)+J_{r} \dot{\theta} \Omega_{r}}{I_{x x}} \\
\frac{\dot{\phi} \dot{\psi}\left(I_{z z}-I_{x x}\right)-J_{r} \dot{\phi} \Omega_{r}}{I_{y y}} \\
\frac{\dot{\phi} \dot{\theta}\left(I_{x x}-I_{y y}\right)+J_{r} \dot{\Omega}}{I_{z z}}
\end{array}\right]+} \\
& {\left[\begin{array}{c}
\frac{-\sum_{i=1}^{i=4} H_{x i}-C_{x} \frac{1}{2} A_{c} \rho \dot{x}|\dot{x}|}{m} \\
\frac{-\sum_{i=1}^{i=4} H_{y i}-C_{y} \frac{1}{2} A_{c} \rho \dot{y}|\dot{y}|}{m} \\
\frac{\left[C_{z} \frac{1}{2} A_{c} \rho \dot{z}|\dot{z}|\right.}{m} \\
I_{x x}
\end{array}\right]} \\
& \frac{l_{1}\left(T_{1}-T_{3}\right)+\sum_{i=1}^{i=4}(-1)^{i+1} R_{m y i}+l_{2} \sum_{i=1}^{i=4} H_{x i}}{I_{y y}} \\
& {\left[\frac{l_{1}\left[\left(H_{x 2}-H_{x 4}\right)+\left(H_{y 3}-H_{y 1}\right)\right]+\sum_{i=1}^{i=4}(-1)^{i} Q_{i}}{I_{z z}}\right]}
\end{aligned}
$$

where:
$T_{i}=C_{T} \rho A\left(\Omega_{i} R\right)^{2}$ is the thrust of the i-st propeller, with $R$ is the radius of the propeller and $\Omega_{i}$ is the angular velocity of the $i-s t$ propeller.
$m$ is the mass of the vehicle, $I_{x x}, I_{y y}$ and $I_{z z}$ are elements of the inertial momentum matrix, $J_{r}$ is the inertial momentum of the propellers,
$J_{r} \omega_{(\phi, \theta, \psi)} \Omega_{r}$ is the gyroscopic effect of the propeller with respect to the main axes ( $x, y$ and $z$ ),
$H_{x i}, H_{y i}$ are Hub forces of the $i-s t$ propeller,
$R_{m x i}, R_{m y i}$ are the roller moments of the $i-s t$ propeller, $C_{x}, C_{y}$ and $C_{z}$ are the drag coeficients,
$A_{c}$ is the area that the propeller covers,
$\rho$ is the air density,
$l_{1}$ and $l_{2}$ are the distances between the propeller and the center of the vehicle in the horizontal and vertical plane respectively,
$Q_{i}$ is the drag momentum produced in the $i-s t$.
For detail description of the model, see [19], [20].
From 1, the equilibrium point $X_{0}$ is obtained by equating to zero.

$$
X_{0}=\left[\begin{array}{llllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \psi \tag{2}
\end{array}\right]^{T}
$$

Any point of equilibrium would mean "hover". The thrust sum must be equal to the weight of the vehicle, so $U_{0}$ is a constant. The linear system around the equilibrium point is obtained by using the symbolic toolbox of Matlab:

$$
\left[\begin{array}{c}
\dot{v}_{x}  \tag{3}\\
\dot{x} \\
\dot{v}_{y} \\
\dot{y} \\
\dot{v}_{z} \\
\dot{z} \\
\dot{\omega}_{\phi} \\
\dot{\phi} \\
\dot{\omega}_{\theta} \\
\dot{\theta} \\
\dot{\omega_{\psi}} \\
\dot{\psi}
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{m} C_{t} a U_{0}(1) \cdot \theta \\
v_{x} \\
-\frac{1}{m} C_{t} a U_{0}(1) \cdot \phi \\
v_{y} \\
-\frac{1}{m} C_{t} a U(1) \\
v_{z} \\
\frac{1}{I_{x x}} C_{t} l_{1} a U(3) \\
\omega_{\phi} \\
\frac{1}{I_{y y}} C_{t} l_{1} a U(4) \\
\omega_{\theta} \\
\frac{1}{I_{z z}} C_{q} a R U(2)+J_{r} \dot{U}(5) \\
\omega_{\psi}
\end{array}\right]
$$

where:
$C_{t}$ is the lift coefficient and $C_{q}$ is the drag coefficient of the propeller,

```
\(U(1)=\left(\Omega_{1}{ }^{2}+\Omega_{2}{ }^{2}+\Omega_{3}{ }^{2}+\Omega_{4}{ }^{2}\right)\)
\(U(2)=\left(\Omega_{1}{ }^{2}+\Omega_{3}{ }^{2}-\left(\Omega_{2}{ }^{2}+\Omega_{4}{ }^{2}\right)\right)\)
\(U(3)=\left(\Omega_{4}{ }^{2}-\Omega_{2}{ }^{2}\right)\)
\(U(4)=\left(\Omega_{1}{ }^{2}-\Omega_{3}{ }^{2}\right)\)
\(U(5)=\left(\Omega_{1}+\Omega_{3}-\left(\Omega_{2}+\Omega_{4}\right)\right)\)
and \(U(i)\) are the inputs.
```


## III. CONTROL FOR IDENTIFICATION

For modeling from identification is required to stabilize the plant previously, which can be done with the help of a control in feedback.

Any controller is not the correct to enable identification. It is necessary to obtain a controller that does not erase the dynamics of the plant and if this is simple, the mathematical model of the plant is easy to solve.


Fig. 3. LQR control for stabilizing the system

## A. LQR (Linear Quadratic Regulator)

LQR control ( [1]-[3]) is a method to find the optimal solution for a problem of minimization that assures the system stability in close-loop, in addition its calculation is easy. The most general problem that this method can solve is given by the equation of the dynamic system:

$$
\begin{equation*}
\dot{x}(t)=A(t) x(t)+B(t) u(t) ; \quad x\left(t_{0}\right)=x_{0} \tag{4}
\end{equation*}
$$

with $x(t) \in R^{n}$ and $u(t) \in R^{m}$,

$$
\begin{equation*}
z(t)=C(t) x(t) \tag{5}
\end{equation*}
$$

where $A(t)$ is a continuous-time function, $B(t)$ and $C(t)$ are continuous-time and bounded functions. and $z(t) \in$ $R^{p}$. Equation (6) represents the quadratic cost function to minimize:

$$
\begin{aligned}
J= & \frac{1}{2} \int_{t_{0}}^{t_{f}}\left[z^{T}(t) R_{z z} z(t)+u^{T}(t) R_{u u} u(t)\right] d t \\
& +\frac{1}{2} x^{T}\left(t_{f}\right) F\left(t_{f}\right) x\left(t_{f}\right)
\end{aligned}
$$

where $R_{z z}>0$, and $R_{u u}>0$, are continuous-time and bounded functions defined by the user and $F_{t_{f}} \geq 0$ refers to a boundary condition.
Thus, the general problem in LQR method is to find an input $u(t)$ in time domain between the initial and final given times. The optimal input is defined by (6):

$$
\begin{equation*}
u_{o p}(t)=-R_{u u}^{-1} B^{T} P(t) x(t)=-K(t) x(t) \tag{6}
\end{equation*}
$$

where $P(t)$ (in (7)) is the solution to the Ricatti differential equation:

$$
\begin{align*}
-\dot{P}(t)= & A(t)^{T} P(t)+P(t) A(t)+C(t)^{T} R_{z z} C(t) \\
& -P(t) B(t) R_{u u}^{-1} B(t)^{T} P(t) \tag{7}
\end{align*}
$$

For linear time-invariant systems, (7) reaches a value in stable state that is reduced to the (8):

$$
\begin{equation*}
A^{T} P+P A+R_{x x}-P B R_{u u}^{-1} B^{T} P=0 \tag{8}
\end{equation*}
$$

called the Control Algebraic Ricatti Equation (CARE) and it finds the optimum value of $P$. The optimal input is defined by (9):

$$
\begin{equation*}
u(t)=-K_{s s} x(t) \tag{9}
\end{equation*}
$$

The value $K_{s s}$ is easily found by the control system toolbox of Matlab using the syntax: $K_{s s}=\operatorname{lqr}\left(A, B, C^{T} R_{z z} C, R_{u u}\right)$ ( [4]). The diagram that describes the stabilizing control is shown in Fig. 3. Here $A, B$ and $C$ are the matrices associated to the linearized system and $R_{z z}$ and $R_{u u}$ are the weight matrices respectively to increase or to diminish the effect of the states and the entrances and those are selected by the designer in agreement with the required performance.

## B. LQR with Integral Effect

Using the concept of the above control we can stabilize the aerial vehicle in hover but we can not follow arbitrary reference angles $\phi, \theta$ and $\psi$. Thus, it is neccesary to add an integral effect. For this aim we can include new states:
$x_{I}(t)=\int e(t) d t=\int(r(t)-y(t)) d t=\int(r(t)-C x(t)) d t$
where $e(t)$ is the error signal between the ouput signal $y(t)$ and the reference signal $r(t)$ given by the user. The new system in state variables is defined by (11):

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x}(t) \\
\dot{x}_{I}(t)
\end{array}\right]=} & {\left[\begin{array}{cc}
A & 0 \\
-C & 0
\end{array}\right]\left[\begin{array}{c}
x(t) \\
x_{I}(t)
\end{array}\right]+}  \tag{10}\\
& {\left[\begin{array}{c}
B \\
0
\end{array}\right] u(t)+\left[\begin{array}{c}
0 \\
I
\end{array}\right] r(t) } \tag{11}
\end{align*}
$$

With $\bar{x}(t)=\left[x(t) x_{I}(t)\right]^{T}$, the new cost function is defined by (12):

$$
\begin{equation*}
J=\int_{0}^{\infty}\left[\bar{x}^{T}(t) R_{z z} \bar{x}(t)+u^{T}(t) R_{u u} u(t)\right] d t \tag{12}
\end{equation*}
$$

therefore:

$$
u(t)=-\left[\begin{array}{ll}
k & k_{I}
\end{array}\right]\left[\begin{array}{c}
x(t)  \tag{13}\\
x_{I}(t)
\end{array}\right]=-\bar{K} \bar{x}(t)
$$

Once the control has been designed, it must take the shape in the close-loop architecture shown in the diagram by Fig. 4.


Fig. 4. LQR control following the reference

## IV. Results

## A. Design of LQR Control

In this section, the values of the parameters are found for a real Quadrotor. A graphic model and the real model are placed in the linear model of the form $\dot{X}(t)=A_{L N} X(t)+$ $B_{L N} U(t)$, with $Y(t)=C_{L N} X(t)+D_{L N} U(t)$, whose values for $A_{L N}, B_{L N}, C_{L N}$ and $D_{L N}$ are:


With the previous matrices, the weight matrix $Q$ (values of weight for the most important states) and the matrix $R$ (values of weight for the amplitud signal control), the LQR problem
finds the solution with the $l q r$ command in control toolbox of Matlab, thus:

$$
Q=\left[\begin{array}{cccccccc}
10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 10 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 10 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 10 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 10 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 10 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 10 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 10
\end{array}\right] \text { and } R=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

And the constant matrix of control $k$ is calculated. Its value is:

$$
\begin{align*}
k= & {\left[\begin{array}{cccccccc}
0.00 & -0.00 & 0.00 & -10.22 & 0.00 & -0.00 & 0.00 & -17.45 \\
10.01 & 0.00 & 0.00 & -0.00 & 17.32 & -0.00 & 0.00 & -0.00 \\
0.00 & 10.01 & 0.00 & 0.00 & 0.00 & 17.3283 & 0.00 & -0.00 \\
0.00 & 0.00 & 10.00 & -0.00 & 0.00 & -0.00 & 17.32 & -0.00
\end{array}\right] } \\
& \text { and } k_{i}=\left[\begin{array}{ccccc}
0.0000 & 0.0000 & 0.0000 & -10.0000 \\
10.0000 & -0.0000 & -0.00000 & -0.0000 \\
0.0000 & 10.0000 & 0.0000 & 0.0000 \\
0.0000 & -0.0000 & 10.0000 & -0.0000
\end{array}\right] \tag{14}
\end{align*}
$$

The control of the linear system is optimum for these matrices weights $Q$ and $R$, so the performance objective for the system is modified by changing these weights to check the signal control is between the limits of the actuator. In the linear system, the dynamic of the four motors (actuators) and the friction forces are despised, while in the non-linear system this dynamics were not despised. Therefore it is in order to compare both systems and to verify that the designed control works appropriately.

The complete architecture of the system including the control is shown in the diagram blocks of Fig. 5 which includes the linear and non-linear systems.


Fig. 5. Block Diagram of the LQR control with integral effect

## B. Identification

One of the important parts in the identification process is to have an idea of the bandwidth of the system in open loop from an approximated mathematical model. This bandwidth indicates us the frequencies at which the system should be excited and, if we do not have them, the identification process becomes a process of trial and error, situation in which the resulting models could be simply not predict the dynamics of the system or predict it partially in certain ranges of frequencies.

Neither LQR control nor LQR with integral effect control allow us to isolate the mathematical model of the plant from the model of the system in feedback. Thus, a observer-based controller was neccesary.


Fig. 6. Block diagram of observer based controller

## 1. Observer-Based Control

LQR control with integral effect does not allow to find the model of the plant from the identification of the system in feedback, thus a LQR controller with integral effect based on observer must be designed, which can be seen as a controller of two parameters, whose system in feedback allows the algebraic uncovering of the plant of the system as it is mentioned next.
Based on the LQR control with integral effect designed in the previous section, an observer with the objective of reading the states of the system is created.

Fig. 6 can be expressed mathematically as follows:

$$
\begin{aligned}
\dot{X}_{i} & =I R-I Y \\
\dot{\hat{X}} & =A \hat{X}+B U+L(Y-C \hat{X}) ; U=-K \hat{X}+K_{i} X_{i}
\end{aligned}
$$

where $I$ is the identity matrix and $L$ is the gains vector of the observer for locating its poles. These poles normally are located at least 6 times further towards the left of the dominant poles in feedback. For the design of this case in particular they were located in $-100,-101,-102,-103,-104,-105,-106,-107$ of so form that the dynamics of the observer is despicable and the system in feedback approaches to order 12 ( 8 states and 4 integrators of error).
Replacing:

$$
\begin{aligned}
\dot{\hat{X}} & =A \hat{X}+B\left(-K \hat{X}+K_{i} X_{i}\right)+L(Y-C \hat{X}) \\
\dot{\hat{X}} & =(A-B K-L C) \hat{X}+B K_{i} X_{i}+L Y
\end{aligned}
$$

In matricial form:

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{X} \\
\dot{X}_{i}
\end{array}\right] } & =\left[\begin{array}{cc}
A-B K-L C & B K_{i} \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & L \\
I & -I
\end{array}\right]\left[\begin{array}{l}
R \\
Y
\end{array}\right] \\
U & =\left[\begin{array}{ll}
-K & K_{i}
\end{array}\right]\left[\begin{array}{c}
\hat{X} \\
X_{i}
\end{array}\right]+\left[\begin{array}{ll}
0 & 0
\end{array}\right]\left[\begin{array}{c}
R \\
Y
\end{array}\right]
\end{aligned}
$$

The controller can be seen as a controller of two parameters (Fig. 7)



Fig. 7. Block diagram of controller based on observer seen as controller of two parameters.
$R=\left[\begin{array}{l}R_{1} \\ R_{2} \\ R_{3} \\ R_{4}\end{array}\right]=\left[\begin{array}{c}\phi_{r} \\ \theta_{r} \\ \psi_{r} \\ Z_{r}\end{array}\right] \quad Y=\left[\begin{array}{c}Y_{1} \\ Y_{2} \\ Y_{3} \\ Y_{4}\end{array}\right]=\left[\begin{array}{c}\phi \\ \theta \\ \psi \\ Z\end{array}\right] \quad U=\left[\begin{array}{c}U_{1} \\ U_{2} \\ U_{3} \\ U_{4}\end{array}\right]$
the system expressed as a controller of two parameters in general form is:

$$
\begin{align*}
& \quad U=C_{1} R+C_{2} Y  \tag{15}\\
& \text { con: }  \tag{16}\\
& Y=G U
\end{align*}
$$

Thus:

$$
\begin{aligned}
& Y=G\left(C_{1} R+C_{2} Y\right) \\
& Y=G C_{1} R+G C_{2} Y
\end{aligned}
$$

Thus:

$$
\begin{aligned}
Y-G C_{2} Y & =G C_{1} R \\
{\left[I-G C_{2}\right] Y } & =G C_{1} R \\
Y & =\left[I-G C_{2}\right]^{-1} G C_{1} R
\end{aligned}
$$

Thus, the transfer function in feedback is:

$$
\begin{equation*}
T=\left[I-G C_{2}\right]^{-1} G C_{1} \tag{17}
\end{equation*}
$$

From which the transition function of the plant $G$ is found, thus:

$$
\begin{align*}
& {\left[I-G C_{2}\right] T }=G C_{1} \\
& I T-G C_{2} T=G C_{1} \\
& I T=G\left[C_{1}+C_{2} T\right] \\
& G=T\left[C_{1}+C_{2} T\right]^{-1} \tag{18}
\end{align*}
$$

The model of the system remains simple and now its plant is easily cleared.

For the case of the LQR system with integral effect and observer, it starts from the 8 states already mentioned: 6 for the attitude and 2 for the altitude as is shown in Fig. 8.

Continuing with the design of the controller, Fig. 9 shows the responses of the system to inputs of step type. We see that the system follows the references at a finite time.


Fig. 8. Block diagram for two parameters control.
$\qquad$ it around of an equilibrium point and then, the crossover frequency of gain of the system in open loop is taken from its diagram of Bode. We designed a controller such that the crossover frequency of gain of the system in feedback is smaller or just equal than the crossover frequency of gain in openloop for keeping the dynamics of the plant since the primary target of the control is to make insensitive the dynamics input-output of the system in feedback to parametric variations of the plant.

The previous statements can be observed in the theorem of Black, written for systems MIMO with $L, F, S$ (sensitivity function) and $T$ (function of complementary sensitivity).

$$
\begin{aligned}
L & =G K \\
F & =I+G K \\
S & =(I+G K)^{-1} \\
T & =P K(I+G K)^{-1}
\end{aligned}
$$

that it affirms: The influence of the disturbances is attenuated in a system in feedback if:

$$
|L| \gg 1, \quad|F| \gg 1
$$



Fig. 10. Control signal in the actuators.
and

$$
S \approx 0
$$

In other words, the changes of the system $G$ in openloop will be less perceivable than the changes of the system in feedback $T$.

As the plant in feedback is non observable since it has a realization in another space, the result of the identification in black box produces a matrix such that the outputs are a linear combination of state variables without an associated physical sense to the plant.

## 2. Identification Using Controller Based on Observer

As the real system is nonlinear, we expect that there is no an unique linear model that describes it. Thus, we do the identification of the plant and obtain the performance of the process in Fig. 12.
In Fig. 12 we observe four set data, datav, $m 0, m 1, m 2$. The first one is the simulated data, and the next ones are models obtained by PEM, ARX and NLARX respectively. We analize that any of the three methods of identification predicts accurately the behavior of the control-plant system in feedback. The dynamics of the plant can be found by using 18.


Fig. 11. Control signal for the actuators.

From the models m 0 and m 1 (obtained by means of PEM and ARX respectively) the equations of the system are obtained in form of equations of variables of state of 50 states, that are indispensable to reduce them without loosing considerable information in the frequencial rank, where the dynamics of system is predominant. The models were reduced by using singular values of Hankel with the command reduce of MATLAB, later the validity of these models is corroborated comparing them with the nonlinear system in the dominion of the time.
The differences between the models are observed in the Fig. 13 by zooming, otherwise they would not notice. The Fig. 13 shows the responses of the system: nonlinear, simulated linear system $G s s$, identificated system by PEM $G 0$, reduced identificated system by PEM G0red, identificated system by ARX $G 1$ and reduced identificated system by ARX $G 1$. Any of these two models of plant would correctly describe the dynamics of the airship, at least in the dominion of the time.

On top of that, the frequency response of the linearized system is observed in the Fig. 14, both models obtained by means of identification using algorithms PEM and ARX of high order and models PEM and ARX of reduced orders is compared. It is possible to determine that they are


Fig. 12. Fitness of the identified models by using a PRBS (Pseudo Random Binary Signal).


Fig. 13. Comparison among the responses of the nonlinear system, system with identified plant and system with identified plant reduced.
approximated in the rank of $10^{0}$ to $10^{2} \mathrm{rad} / \mathrm{s}$ where the predominant dynamics of the system is had.

Analyzing and verifying the validity of these models, we can be certain that they are useful in the description of the plant: either to control and dynamic system analysis or for a further investigation of a improved and/or extended design of a Quadrotor.
Despite the range in which the linearized model is sufficient to perform control on the vehicle, other angular positions can be taken to identify others models in order to the Quadrotor can travel at higher speeds in the horizontal plane and with better maneuverability.
Maintaining the signal of excitation in the height reference and changing the signals of excitation in the references of Roll, Pitch and Yaw in the same amounts. Linearized models were obtained whose satisfactory results are in [18].

To illustrate, the model obtained by PEM in equations

Fig. 14. Comparison between the frequency responses of the linearized model, model with identified plant and model with identified plant reduced.
matrix of state variables $A, B$, and $D$ is:



## V. Conclusions

For identification process, controllers are not designed in order to fulfill performance characteristics ot improve response speeds. The controls in feedback are designed of such a form that is possible to extract the dynamics of the plant. This means that the dynamic response of the control does not have to hide the dynamics of the plant, whereas the objective of an ideal control is to erase the dynamics of the plant.
If a model of the plant is had and the operation limits of the actuators are known, control strategies can be designed that allow to obtain an optimal performance of the system.
The identification process is very specific for the Quadrotor, this is a nonlinear and unstable plant, that is why its identification in openloop is impossible. It is necessary, first of all, to stabilize the plant with some type of control in feedback that does not hide the dynamics of the plant and in addition that it can make observable the system in order to be able to obtain the model of the plant. Having some idea of the bandwidth of the system is very important to excite and identify the system by using test signals, since by using methods of test and error, it can be imprecise and belated, which could cause that the resulting models simply are not able to predict the dynamics of the system or partially predict it in certain ranges of frequencies. This is obtained by studying a mathematical model with physical sense of the plant that perhaps does not contain the totality of variables and parameters that perfectly describe the plant, but that contains the important phenomena of its dynamics.
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