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Abstract—Due to today’s turbulent environment, manufacturing 

resources, particularly in assembly, must be reconfigured frequently. 
These reconfigurations are caused by various, partly cyclic, 
influencing factors. Hence, it is important to evaluate the innovation 
ability - the capability of resources to implement innovations quickly 
and efficiently without large expense - of manufacturing resources. 
For this purpose, a new methodology is presented in this article. 
Within the methodology, design structure matrices and graph theory 
are used. The results of the methodology include different indices to 
evaluate the innovation ability of the manufacturing resources. Due to 
the cyclicity of the influencing factors, the methodology can be used 
to synchronize the realization of adaptations. 
 

Keywords—Changeability, Cycle Management, Design Structure 
Matrices, Graph Theory, Manufacturing Resource Planning, 
Production Management  

I. INTRODUCTION 

ODAY’S manufacturing environment is considered 
“turbulent” since it is characterized by high international 

competitive pressure, rising customer requirements, an 
accelerated development of technological innovations as well 
as shortening product life cycles [1]-[3]. This forces 
companies to innovate frequently to be successful in this 
environment, especially in times of crisis [4]-[6]. Due to the 
resulting permanent change in products, components and 
technologies, manufacturing resources must be adapted and 
redesigned continuously. 

Assembly, in particular, is affected by adaptations because 
it is under the influence of modifications in upstream 
production. Moreover, assembly is heavily impacted by 
quantity fluctuations. Many of the influencing factors, which 
cause these adaptations, show a cyclic behavior [3]. Product 
life cycles, technology cycles or economic cycles are 
examples. The cyclicity of these factors and the knowledge 
about the characteristics of the cycles helps to forecast 
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adaptations at an early planning stage. Thereby, it becomes 
possible to determine and evaluate the required innovation 
ability. Hence, the requirements can be taken into 
consideration at the stage of manufacturing resource design. 
The term “innovation ability” refers to the capability of 
manufacturing resources to implement innovations in, for 
example, processes, components and technologies quickly and 
efficiently without large expense (it refers to the term 
“changeability” [7]).  

A “cycle” in this article refers to a recurring course pattern 
(temporal or structural) that can be divided into phases. 
Therefore, a cycle is always connected to repetition, phases, 
duration, initiators and cause. In this research area, cyclic 
influencing factors, which cause adaptations in assembly 
manufacturing resources (AMR), are called “cycles”.  

In this article, a methodology is presented to evaluate the 
innovation ability of manufacturing resources. Thereby, 
indices, in particular, are considered. Therefore, the 
examination object - the AMR - is described at the beginning. 
The structure of the methodology is then presented before 
different indices for evaluation are introduced  

II.  ASSEMBLY MANUFACTURING RESOURCES 
AMRs are examined in the research area discussed in this 

article. “Assembly” is defined as “the application of joining 
processes to fabricate a connection, whereupon all handling, 
auxiliary and controlling processes are included” [8], [9]. 
Manufacturing resources are the entity of all constructions, 
devices, equipment and facilities that serve a company’s 
production of goods and services [10]. AMRs, which are of 
technical nature, can appear at different levels of a company. 

To show the hierarchical embedding of an AMR within the 
company, the Hierarchic Structural Model (HSM) is shown in 
Fig. 1. The Macroscopic Factory Levels (according to [7], 
[11], [12]) structure the factory from the network to the cell 
area. The different cell areas (e. g. assembly, production, 
quality control areas) are further described by the Microscopic 
Factory Levels (according to the hierarchical classification of 
resources [13]) through functional groups, components and 
elements. 
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Fig. 1 Hierarchic Structural Model according to [11]-[13] 

 
The evaluated AMRs are assembly cells (e. g. a welding or 

a gluing cell). They are hierarchically arranged on the cell area 
(see Fig. 1). Within the cells at issue at least one joining 
process must be performed. This process can be supported by 
an unlimited number of handling, auxiliary or controlling 
processes. An example of an AMR is given in Fig. 2. 

 

 
Fig. 2 Example of an AMR (picture: Festo AG) 

 

III. METHODOLOGY TO EVALUATE INNOVATION ABILITY 
The methodology to evaluate the innovation ability of the 

manufacturing resources consists of five steps (see Fig. 3) 
[14]. In the first step (1a), the influencing factors are identified 
and characterized. The second step consists of system 
modeling (1b). Then cycles are mapped to the model of the 

AMR in the third step (2). The forth step includes the 
displaying of the adaptations (3) and in the fifth step the 
evaluation of the innovation ability is carried out (4). If 
components are cut or new components added during the 
display (3), the model has to be adapted to the new structure of 
the AMR. 

 
Fig. 3 Structure of the methodology 

 
The methodology can be used for comparing different 

AMRs (e. g. during the production planning phase when the 
AMRs are designed and chosen). Companies can also define 
company specific minimum requirements regarding 
innovation ability. These can be used for the specification 
book. The methodology also helps to reduce the time to 
market since the AMRs can execute adaptations faster and 
easier when equipped with the required innovation ability. The 
adaption time can also be reduced because innovation 
inhibiting components are identified by the methodology. 
Thus, these components can be redesigned or exchanged. 

The particular steps of the methodology are presented in the 
following paragraphs.  

A. Identification and Characterization of Cyclic Influencing 
Factors 

In the first step of the methodology, the influencing factors 
of the examined AMR must be identified. These factors can be 
categorized by different criteria. For this purpose, three 
different classes were defined. First, there are cyclic and non-
cyclic factors [15]. The comprehension of cycles particularly 
supports forecasting adaptations. Second, the factors can be 
distinguished by their origin. They can be internal or external 
in their nature referred to the company [7]. Some factors can 
be both internal and external. For example, a technology cycle 
is external when the technology is developed outside of the 
company (e. g. at an university). Technology cycles can be 
also internal if the technology is developed within the 
company to accelerate the development process to achieve 
competitive advantages. While internal cycles can be 
influenced, the possibilities to influence external cycles are 
limited. Third, the factors can be differentiated by their 
influence on the AMRs. Direct factors directly cause 
adaptations on AMRs. Indirect factors cause adaptations via 
direct factors. 
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Fig. 4 shows the influences of the different factors on 
AMRs. The product life cycle is a direct cycle because its 
quantity fluctuations can immediately generate adaptations. In 
contrast, the economic cycles are indirect cycles as they do not 
directly cause adaptations. They can cause quantity 
fluctuations and thus have an impact on the product life cycle.  

 
Fig. 4 Influencing factors and cycles (central picture: Zorn GmbH) 
 
After identification, the cycles must be characterized to 

determine when the adaptations should be executed. Hence, 
only direct cycles are described taking the indirect cycles and 
the influencing factors into account. For example, the 
characteristics of technology cycles might be communicated 
by the technology planning department to determine which 
technology should be applied and when [16].  

B. Modeling of the Assembly Manufacturing Resources 
The second step consists of modeling the system. For this 

purpose, design structure matrices (DSM) are applied. DSMs 
are a powerful tool to reduce the complexity of unclear 
systems [17]. The DSMs are generated at the component (e. g. 
pneumatic cylinder) level (see Fig. 1). Hence, the components 
of the system have to be identified and listed in a matrix. 
Following, the relationships and connections between the 
components must be noted. Fig. 5 shows an exemplary DSM. 

 
Fig. 5 Example of a design structure matrix (DSM) 

 
Within this research project, a new method to create the 

DSM was developed [18]. It helps to reduce the data 
acquisition time by hierarchical modeling. In an executed case 
study, the time effort was reduced up to 65 %.  

C. Mapping of the Cycles 
The third step consists of mapping the direct cycles to the 

influenced components. Therefore, the components that are 
affected by the cycles must be determined. Due to these 
cycles, components have to be directly changed. For example, 
a gripper has to be redesigned if a new product needs to be 
assembled in the AMR because of the product life cycle. 

D. Displaying of the Adaptations 
During this step, the effects of the changed components on 

the system are visualized. Since these components affect 
others, the resultant adaptations within the whole AMR are 
displayed. Therefore, graphs [19] are used (see Fig. 6). The 
graphs are built based on the DSM from the left to the right 
side. Component 6 in Fig. 6 (e. g. a gripper) must be changed. 
This causes further adaptations (components 3, 7, 4 etc.) 
within the AMR (e. g. of the robot, steering, pneumatic). If a 
component is related to an adapted component (a relation or 
connection is noted in the DSM), then it is not visualized in 
the graph so long as no adaptation is evoked. Thus, the nodes 
show components that are changed, added, replaced or 
adjusted. 

 
Fig. 6 Example of an adaptation graph  

 
When building these graphs, different data has to be 

gathered to create the indices in the next step. First of all, the 
adaptations have to be described precisely (e. g. the tasks that 
have to be done for the adaptations). Moreover, further data 
(e. g. duration and costs of the adaptations) has to be provided. 
If new components need to be added or existing components 
deleted, the DSM of the model has to be adjusted [20]. 

E. Evaluation of Innovation Ability 
Within the last step, the innovation ability of the AMR is 

evaluated. Therefore, different indices, such as costs and 
duration, are calculated. Chapter IV focuses on these indices. 
Moreover, the adaptations are planned in this step to reduce 
non-operation periods and costs. This procedure is presented 
in chapter V. 

IV. INDICES TO EVALUATE INNOVATION ABILITY 
Two kinds of indices are needed for the evaluation of 

innovation ability. The first kind determines which 
components support or inhibit the adaptations. The second 
kind evaluates the innovation ability of the whole system. In 
this paper, the most important indices are presented. Each time 
the method is used, the right indices have to be chosen and 
weighted to deduce actions.  

A. Indices for Components 
These indices are utilized to find critical components in the 

system. They can help to identify innovation inhibiting 
components in the early stages of the AMR design process. 
Hence, those components can be redesigned (maybe by 
creating standardized interfaces). For identification, two 
different calculation methods exist. On the one hand, the 
whole model (DSM) is considered. To evaluate these indices, 
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the excel-based software Loomeo is used. On the other hand, 
indices are calculated based on the graphs visualizing the 
adaptations. 

The indices can, for example, be used to compare different 
components or to define minimum requirements in a company. 
The following paragraphs give an overview of different 
indices. 
1) Number of Loops 

This index counts the number of loops of a component [21]. 
A loop is a closed cycle of nodes (components) and edges 
(relations between components). This index is calculated 
regarding the whole DSM and helps to identify central 
components. The higher the index, the stronger the component 
is embedded into the system. Hence, special attention has to 
be paid when adapting this component, particularly on the 
impact on the system. 
2) Activity / Passivity 

 “Activity” refers to the number of outgoing edges from a 
component. “Passivity” refers to the number of ingoing edges 
[21]. Therefore, the activity shows the direct impact of the 
regarded component on other components. The passivity 
indicates the direct impact of other components on a specific 
component.  

These indices can either be calculated regarding the whole 
DSM or by using graphs. When using the DSM, the indices 
have the same characteristics since the matrices are 
omnidirectional. When utilizing the graph, the components on 
the left side have to be counted for passivity. For activity, the 
components on the right have to be counted (see Fig. 6). 
Hence, the activity shows the impact of components on the 
system. Therefore, it helps to identify critical components.  
3) Number of Connections 

This index is the number of all connections from one 
component to other components. Two types of this index exist. 
Either the direct connections are counted alone or the indirect 
connections are counted as well. The DSM or the graph, 
where only the initiated adaptations are shown, can again be 
applied as a basis for the calculation. When applying the 
DSM, this index should be considered in combination with 
other indices. If a component has many connections without 
causing adaptations on other components (for example due to 
standardized interfaces), it exhibits high innovation ability. 
4) Duration of Adaptation 

The “duration of adaptation” shows the time required to 
execute the adaptation. The longer it takes to fit a component, 
the less it supports the adjustment. The index counts the 
durations of all adaptations concerning a component. The 
durations must be specified when creating the graphs. Another 
possibility could be to use databases where standard processes 
for implementing adaptations are deposited. Hence, this index 
supports the identification of components that are critical to 
adapt due to a long duration of adaptation.  
5) Employee Capabilities 

This index differentiates between different kinds of persons 
which can execute the adaptations. It is estimated by the 
planner. Based on the complexity of the adaptation, three 
different levels of capabilities are recommended for 

estimation: expert, average and layperson. These capabilities 
again have to be specified when generating the graphs. 
6) Costs of Adaptation 

The costs of adaptation are all of the costs regarding a 
component, which are the product of all adjustments (e. g. 
material, workforce). These costs are, for example, estimated 
based on historical data or personal knowledge. 
7) Share of Total Costs 

This index displays the share of the total adaptation costs of 
one component. Hence, the adaptation costs of one component 
are divided by the costs for all adaptations. 

B. Indices to evaluate the innovation ability of the system 
The indices to evaluate the innovation ability of an AMR 

are calculated based on the graphs. They can be used to 
compare different AMRs, to define company specific 
minimum requirements or to install the right degree of 
innovation ability in an AMR. The following paragraphs 
display the most important indices. 
1) Number of Adaptations 

With this index, the components to be adapted are counted. 
The higher is the number, the more components have to be 
adjusted, changed, replaced or added. 
2) Range 

The “range” is the percentage of the adapted components of 
all components. To calculate the range, the adapted 
components are divided by the number of all components. It 
helps to estimate the impact of the adaptation on the whole 
system. A high range might be an indicator to purchase a new 
AMR. Nevertheless, this decision cannot be made without 
considering further indices (e. g. total costs).  
3) Total Duration 

This index illustrates the whole duration of all adaptations 
which have to be executed. Hence, all times to implement the 
adaptations are summed. 
4) Employee Capabilities Needed  

This index expresses the kinds of employee capabilities that 
are needed to carry out all adaptations. To summarize these 
capabilities, they are grouped according to expert, average or 
layperson and details are given concerning their percentage of 
the total duration. 
5) Downtime 

The “downtime” is sum of all adaptations (durations) along 
the longest lasting path in the graph. This expresses the time 
that is needed to fulfill all adaptations. During downtime, the 
AMR cannot be used. This index is similar to the critical path 
in project management [22]. 
6) Total Costs 

The total costs are all costs that are caused by all 
adaptations. Hereunder, all material, labor and downtime costs 
are summarized. 
7) NPVAdaptation 

To take the time delay of cost into account, all can be 
aggregated into an index called NPVAdaptation (see Fig. 7). It 
discounts all costs to a single point of time (e. g. time of 
investment). It is similar to the usual Net Present Value (NPV) 
[22]. However, only costs of adaptations are regarded.  
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Fig. 7 Calculation of NPVAdaptation 

 
The NPVAdaptation is the most important index. It helps to 

compare different invests that can be implemented in an AMR 
to increase the innovation ability during the designing process. 
If two different characteristics of a hypothetical AMR need to 
be compared, this index can be used. AMRL shows low 
innovation ability (see Fig. 8). In contrast, the innovation 
ability of AMRH is high. Since increasing the innovation 
ability causes costs, expenses for AMRH are higher than for 
AMRL (cInv.,H > cInv.,L). Because of the higher innovation 
ability, NPVAdaptation of H is smaller than of L 
(NPVAdapt.,H < NPVAdapt.,L). So, if the sum of cInv.,H and 
NPVAdapt.,H (∑H) is smaller than ∑L, the additional expenses 
required to increase the innovation ability should be spent. 

 
Fig. 8 Choice of an hypothetical AMR out of two possible 

characteristics 

C. Conclusion Regarding the Indices 
When evaluating an AMR, the right indices have to be 

chosen. The choice depends on the AMR or company specific 
requirements. Usually, decisions (e. g. which kind of AMR to 
purchase or if an AMR should be adapted or disposed and a 
new AMR bought) cannot be made on one index. Therefore, 
several indices have to be considered.  

V. PLANNING OF THE ADAPTATIONS 
The presented methodology (see Fig. 3) provides more 

advantages than do the evaluation of the innovation ability and 
the identification of innovation inhibiting components through 
indices. First, the necessary adaptations can be executed in a 

harmonized manner. The cyclicity of the factors helps to 
forecast different adaptations. Hence, one can figure out which 
adaptation has to be carried out when and therefore identify 
which adaptations are close to each other. For example, it 
could be that adjustments on the AMR have to be executed 
due to a new product (product life cycle) or due to a new 
technology that must be implemented (technology cycle) 
within the near future. Then, the usual NPVAdaptation and the 
NPVAdaptation for the simultaneous execution of the adaptations 
can be calculated to determine the savings. Following, the 
difference of the two NPVs can be compared to the additional 
costs for the synchronization of the cycles (e. g. for the 
implementation of a face lift to lengthen the product life cycle 
or the internal development of a technology to increase the 
technology’ maturity in order to implement it earlier in an 
AMR [3]). Moreover, this synchronization helps to reduce 
downtimes. 

Second, the downtimes can be even further reduced by 
considering maintenance rates or the live cycles of the 
components that must be given when creating the graphs. 
Therefore, it can be estimated when the components have to 
be maintained or exchanged. These works should again be 
executed parallel to the adaptations.  

Third, the time-to-market can be reduced since innovation 
inhibiting components can be identified and be made more 
changeable or be replaced by more changeable components. 
Hence, adaptations on the AMR can be executed more quickly 
and products can also be put on the market more quickly. 

VI. SUMMARY AND OUTLOOK 
Today’s manufacturing environment is heavily turbulent. 

Manufacturing resources have to be adapted frequently due to 
numerous factors. Many of these factors are cyclic. Based on 
this initial situation, a five-step methodology was presented in 
this article taking cyclic influencing factors into account. In 
the first step, the influencing factors that cause adaptations on 
manufacturing resources are identified and the cyclic factors 
are characterized. Simultaneously, the resource is modeled in 
the second step using the DSM. The third step consists of the 
mapping of the identified cycles to the influenced components 
of the resource. The impacts of the cycles are shown in the 
fourth step using graphs. The innovation ability is evaluated in 
the fifth step. For this purpose several indices were presented. 
The indices aim at two objectives: some identify innovation 
inhibiting components and others evaluate the innovation 
ability of the whole manufacturing resource. Depending on the 
regarded AMR the right indices have to be chosen. Usually, 
not one single index should be regarded when making a 
decision. 

The methodology is temporarily implemented in a software 
tool. This will support the planner of manufacturing resources 
to use it with low effort. Furthermore, the indices are 
automatically created. Moreover, the methodology is currently 
applied in the automotive industry to evaluate the innovation 
ability of an assembly cell. The application also helps to 
specify the indices (e. g. when to take which index and to 
figure out dependencies between different indices). For this 
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purpose, different indices are calculated and their 
expressiveness regarding future and past adaptations 
determined.  
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