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Abstract—‘Steganalysis’ is one of the challenging and attractive 
interests for the researchers with the development of information 
hiding techniques. It is the procedure to detect the hidden information 
from the stego created by known steganographic algorithm.
paper, a novel feature based image steganalysis technique is 
proposed. Various statistical moments have been used along with 
some similarity metric. The proposed steganalysis technique has been 
designed based on transformation in four wavelet domains, which 
include Haar, Daubechies, Symlets and Biorthogonal.
being subjected to various classifiers, namely K
Classifier, Locally weighted learning, Naive Bayes classifier, Neural 
networks, Decision trees and Support vector machines. The 
experiments are performed on a large set of pictures which are 
available freely in image database. The system also predicts the 
different message length definitions. 
 
Keywords—Steganalysis, Moments, Wavelet Domain, 

LWL, Naive Bayes Classifier, Neural networks, Decision trees
SVM.  

I. INTRODUCTION 

NFORMATION HIDING [1] has become the center of 
attention in the ground of research at this inst

science and art of hiding a message signal in a host signal, 
such as text, audio, video and images without any undetectable 
distortion of the host signal. Steganography
most important information hiding applications.
Steganography techniques attempt to hide the existence of the 
message itself, so that an observer or eavesdropper does not 
know that the information is even there or not.

The steganography is now become a challenging situation 
because the process of reverse engineering is becoming a best 
research area for the researchers. To achieve secure and 
undetectable communication, the stego
containing a secret message and cover-objects
no secret message are indistinguishable.
technique of steganalysis is the process that aims
distinguish between cover-objects and stego
Steganalysis can be implemented in two types of attacks,
is passive and another is active style [3]
merely examines the message and tries to determine if it 
potentially contains a hidden message. On the other hand the
active attack can alter messages deliberately, even though 
there may not see any trace of a hidden message, in order to 
halt any secret communication that can yet
paper concerned with passive attack Steganalysis which can
investigate embedded message length 
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location or secret key used in
that although there has been quite some effort in the 
steganalysis of digital images [

Steganalysis is the science of
The main objective of Steganalysis
and the detection of stego
Steganalysis deals with three 
(a) Visual attacks: With a support

inspection by human na
presence of hidden information, which helps
the cover and stego.  

(b) Statistical attacks: These types 
powerful and successful,
smallest variation between 
Statistical attacks can be
i.e. (i) Passive attack and

(c) Structural attacks: The format
based on the data to be
characteristic structure changes
out the presence of information
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Blind Steganalysis: This can work on every 
technique and all image formats. This algorithm 
difference of pure and stego images through
properties and distinguishes between them. The 
learning process is done by training the on a large image 
database. Blind techniques are usually less accurate but more 
expandable.  

Semi-blind Steganalysis: This system can work
specific range of diverse stego-systems. The range of the 
stego-systems can only be depending on the 
they embed on, i.e. spatial or transform domain

 

Fig. 2 Classification of Image Steganalysis through various 
approaches 
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general ±k steganography, may

c) Attacking Stochastic Modulation Steganography

Stochastic modulation steganography include stego
with a specific probability distribution into the cover image to 
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horizontal pixel difference histogram of a natural image can be 
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i) Attacking OutGuess 

Fridrich et al. [25] found a new path to detect OutGuess 
quantitatively by measuring the discontinuity along the 
boundaries of 8x8 JPEG grids.  

j) Attacking MB 

MB steganography uses a generalized Cauchy distribution 
model to control the data embedding operation. Bohme and 
Westfeld [26] observed that the histogram of the DCT 
coefficients in a natural image is not always conforming the 
distribution. There exist more outlier high precision bins in 
the histogram in a cover image than in a stego image.  

k) Attacking YASS 

The locations of the H-blocks of YASS are determined by 
a key, which is not available to Wendy. Therefore, it may 
not be straightforward for Wendy to observe the embedding 
artifacts. Li et al. [27] proposed a method for attacking the 
YASS. 

2) Universal Approaches 

Specific steganalytic methods require knowing the details 
of the targeted steganographic methods, whereas the universal 
steganalysis [28] requires less or even no such priori 
information. A universal steganalytic approach usually takes a 
learning based strategy i.e. a training stage and a testing stage. 
In the following, some typical universal steganalytic features 
has been discussed. 

a) Image Quality Feature 

The statistical evidence absent by steganography may be 
captured by a group of IQMs and then broken for detection 
[29]. Steganographic schemes may add or less cause some 
forms of degradation to the image. In order to seek sensitive 
specific quality measures, consistent and monotonic 
steganographic artifacts and distortions, the analysis of 
variance (ANOVA) technique is exploited.  

b) Calibration Based Feature 

Fridrich et al. [30] applied the feature-based classification 
together with calibration to devise and blind detector specific 
to JPEG images. Calibration means that some parameters of 
the cover image may be recovered by using the stego image. 
So, the calibration process increases the features’ sensitivity to 
the embedding amendment of various images. Applying 
calibration to the Markov process based features described 
in [31] and reducing their dimension and Pevny et al. merged 
the resulting feature sets to produce a 274-dimensional feature 
vector [32].  

c) Moment Based Feature 

The impact of steganography to a cover image can be 
regarded as introducing some stego-noise. Lyu and Farid [33] 
used the assumption that the PDF of the frequency domain 
subband coefficients and the prediction error of the subband 
coefficients altered after data embedding. A three-level 
wavelet decomposition[13], the first four PDF moments, i.e., 
mean, variance, skewness, and kurtosis, of the subband 

coefficients at each high-pass orientation of each level are 
utilize as one set of features.  

d) Correlation Based Feature 

Correlation in an image has changed during data 
embedding. Here the correlation is mainly referred to the 
inter-pixel dependency for a spatial image and the intra-block 
or inter-block DCT coefficient dependency for a JPEG 
image. Sullivan et al. [34] modeled the inter-pixel 
dependency by Markov chain and depicted it by a gray-level 
co-occurrence matrix (GLCM) in practice. 

A study of Steganalysis and development of a steganalyzer 
with the help of some image features like central moment, 
invariant moment, Zernike moment, standard deviation and 
spam features of wavelet domain has been recycled in this 
literature. This paper has been organized as following 
sections: Section II describes some review works of image 
steganalysis, various methods for image feature selection, 
various machine learning procedure. Section III describes the 
proposed methodology. Section IV describes the algorithm of 
steganalyzer. Experimental Results and analyses of the 
method has been discussed in Section V and Section VI draws 
the conclusion. 

II. ASSOCIATED WORK 

Image steganalysis can be grouped into two broad 
categories which have discussed earlier, namely specific 
steganalysis approach and universal steganalysis approach. 
The specific steganalysis techniques [35] are designed for a 
targeted embedding technique and worked by first analysing 
the embedding operation and next step is to identify some 
features of the cover image that become modified as a result of 
the embedding process. The design of specific steganalysis 
techniques requires detailed knowledge of the steganographic 
embedding process and results a very accurate decisions when 
they are used against the particular steganographic technique. 
A universal steganalytic approach [36] usually adopts a 
learning based strategy involving training as well as a testing 
stage. In this process, a feature extraction step is required 
which is used in both training and testing stage. This feature 
extraction step is used to map an input image from a high-
dimensional image space to a low-dimensional feature space. 
The training stage results a trained classifier. Out of many 
effective classifiers, like Fisher linear discriminant (FLD) 
[37], support vector machine (SVM) [38], k-nearest neighbour 
(KNN) [39], neural network (NN) [40], etc., anyone can be 
chosen. Decision boundaries are created by the classifier to 
separate the feature space into positive regions and negative 
regions with the help of the generated feature vectors extracted 
from the training images. In the testing stage, with the help of 
the trained classifier with a specific decision boundary, an 
image can be classified according to its feature vector’s 
domination in the feature space. If the feature vector identifies 
a region where the classifier is labelled as positive, the testing 
image is classified as a positive class or the stego image. 
Otherwise, it is classified as a negative class or the cover 
image. 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:8, No:8, 2014

1507

A. Image Features Selection Methods 

Some methods are for image Feature Selection, these are 
given below: 

1) Central Moments 

In probability theory and statistics, central moments [41] 
form one set of values by which the properties of a probability 
distribution can be usefully characterized. Central moments 
are used in preference to ordinary moments because then the 
values' higher order quantities relate only to the spread and 
shape of the distribution, rather than to its location. There are 
two ways of viewing moments, one based on statistics and one 
based on arbitrary functions such as f(x) or ���, ��. As a result 
moments can be defined in more than one way. Moments are 
the statistical expectation of certain power functions of a 
random variable. The most common moment is the mean 
which is just the expected value of a random variable: where 
f(x) is the probability density function of continuous random 
variable X. More generally, moments of order � �
1,2,3, … , 
 can be calculated as [ ]p

pm ΧΕ= . These are 

sometimes referred to as the raw moments. There are other 
kinds of moments that are often useful. One of these is the 

central moments [ ]p

p mm )( −ΧΕ= . The best known central 

moment is the second, which is known as the variance. Two 
less common statistical measures, skewness and kurtosis, are 
based on the third and fourth central moments. The use of 
expectation assumes that the PDF is known. Moments are 
easily extended to two or more dimensions. For example: 
where ���, �� is the joint PDF. 

2) Invariant Moments:  

In many applications such as shape recognition, it is useful 
to generate shape features which are independent of 
parameters which cannot be controlled in an image [41]. Such 
features are called invariant features. M.K. Hu [41] derived a 
transformation of the normalized central moments to make the 
resulting moments rotation invariant. Equation (1) represents 
the mathematical formulation of Invariant moments. 

 
� � � � 2 
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�ζ�� � 3ζ����ζ�� � ζ�����ζ�� � ζ���� � 3�ζ�� � ζ����� (1) 

3) Zernike Moments  

For an image (or other) function f(r,θ), the Zernike 
moments [42] are given as follows (2): 

 
"#$ � % �, &#$ ' 

( 
 � 1
) * ��+, ,�&#$- �+, ,�+ .+ .,

/0�
 

( #1�
2 ∆� ∆� ∑ ∑ ���565 , �6� &#$- ��5 , �6�              (2) 

 

where x = rcos (θ) and y = r sin (θ ), and the function f must 
be rescaled so that it is contained in the unit circle. 

4) Standard Deviation 

This feature measures the mean of the deviation of the 
image elements before and after reconstruction. Standard 
deviation [43] is an important statistical measure that provides 
the mean or average estimation of the deviation of a data set 
from the calculated average. It is often applied on data sets 
with random predictability such as a set of age of people or the 
set comprising of marks obtained by a candidate in a public 
examination etc. 

 

7 � 8�
9 ∑ ��5 � :��95;�          (3) 

 

where 7 represents the standard deviation, �5 represents the 

numbers and : is the mean value of that numbers. Equation 
(3) represents the mathematical formulations of the standard 

deviation. 

5) Spam Features 

The Subtractive Pixel Adjacency Model (SPAM) [44] is 
one kind of image features which will used for computation of 
image steganalysis. The transition probabilities along eight 
directions are computed at first. The transition probability and 
the differences are always computed beside the 
undistinguishable direction. It can be further calculated only 
on the horizontal direction as the other directions are obtained 
in a similar manner. All direction-specific quantities will be 
denoted by a superscript <=, >, ?, @, A, B, C, DE showing the 
direction of the calculation. The features are calculated and 
computed the difference array D. The horizontal direction that 
is the left-to-right direction is: 

  

D5,6> � I5,6 � I5,61�          (4) 
 
where H I <1, … , JE, K I <1, … , 
 � 1E 

A. Wavelet Domain Methods 

Now followings Wavelet Domains methods are used for 
analysis. 

1) Haar Wavelet Domain 

In mathematics, the Haar wavelet [45] is a sequence of 
rescaled "square-shaped" functions which together form a 
wavelet family or basis. Wavelet analysis is similar to Fourier 
analysis in that it allows a target function over an interval to 
be represented in terms of an orthonormal function basis. The 
Haar sequence is now recognised as the first known wavelet 
basis and extensively used as a teaching example. The Haar 
sequence was proposed by Alfréd Haar [45]. Haar used these 
functions to give an example of a countable orthonormal 
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system for the space of square integrable functions on the real 
line. The study of wavelets, and even the term "wavelet", did 
not come until much later. As a special case of the Daubechies 
wavelet, the Haar wavelet is also known as D2. The Haar 
wavelet is also the simplest possible wavelet. The technical 
disadvantage of the Haar wavelet is that it is not continuous 
and therefore not differentiable. This property can, however, 
be an advantage for the analysis of signals with sudden 
transitions, such as monitoring of tool failure in machines or 
monitoring of the heart rate in the ECG machine. Mainly it is 
used for analysis of properties, features or events that have 
sudden transitory properties. 

 

L#,M�N� � 2O
PL�2#N � Q�        (5) 

 

where L is denoted as a Haar function, n and k are the pair of 
integer denotes the position of the matrices of the integer Z. t 
is belongs to R. R is the real number. 

2) Daubechies Wavelet Domain 

Named after Ingrid Daubechies, the Daubechies wavelets 
[46] are a family of orthogonal wavelets defining a discrete 
wavelet transform and characterized by a maximal number of 
vanishing moments for some given support. With each 
wavelet type of this class, there is a scaling function (called 
the father wavelet) which generates an orthogonal 
multiresolution analysis. In general the Daubechies wavelets 
are chosen to have the highest number A of vanishing 
moments, (this does not imply the best smoothness) for given 
support width N=2A and among the 2A−1 possible solutions, 
the one is chosen whose scaling filter has external phase. The 
wavelet transform is also easy to put into practice using the 
fast wavelet transform. Daubechies wavelets are widely used 
in solving a broad range of problems, e.g. self-similarity 
properties of a signal or fractal problems, signal 
discontinuities, etc. 

 
R�S� � 2�TU�1 � S�U��S�      (6) 

 
where p having the real coefficient, A is the approximation 
order of the orthogonal discrete wavelet transform. 

3) Symlets Wavelet Domain 

The symlets [47] are nearly symmetrical wavelets proposed 
by Daubechies after the modifications of db family. But the 
properties of the both the wavelet families are more or less 
similar with nature. Important efficient denoising application 
is used among wavelet family and the Symlet wavelet is more 
efficient among them. Like Daubechies wavelets the Symlet 
wavelets are used in practice and these are selected even 
number of wavelets. Symlet wavelets are used when the 
applied signal performs better and SNR of reconstructed or 
denoised signal is improved.  

 
∑ |��
�|�9T�#;� � ∑ ∑ |W�Q � XY�|�|Z�Q � XY�|�$9T�M;�     (7) 

 

where y[n] represents the transform coefficients. N represents 
the number of transform coefficients, k represents the set of 
frequencies and l represents the set of integers. 

4) Biorthogonal Wavelet Domain 

The biorthogonal weblet has been introduced after the 
modifications of db. The biorthogonal wavelet offers a 
mathematical framework for describing functions at different 
level of resolution [48]. This wavelet is closely related to 
human perception.  

 

L � ∑ R#R[#1�\#I] � 2. _\,�       (8) 
 
where R and R[ are the scaling sequence of the coefficients. 
The scaling sequences can satisfy the biorthogonality 
condition. 

A. Methods for Classifications 

Now the followings are some classifiers have been used in 
this contribution. 

1) Ibk (K-Nearest-Neighbor) 

In pattern recognition, the k-nearest neighbour algorithm 
(KNN) [49] is a method for classifying objects based on 
closest training examples in the feature space. KNN is a type 
of instance-based learning, or lazy learning where the function 
is only approximated locally and all computation is deferred 
until classification. The k-nearest neighbour algorithm is 
amongst the simplest of all machine learning algorithms. An 
object is classified by a majority vote of its neighbours, with 
the object being assigned to the class most common amongst 
its k-nearest neighbours (k is a positive integer, typically 
small). If k = 1, then the object is simply assigned to the class 
of its nearest neighbour. The same method can be used for 
regression, by simply assigning the property value for the 
object to be the average of the values of its k-nearest 
neighbours. It can be useful to weight the contributions of the 
neighbours, so that the nearer neighbours contribute more to 
the average than the more distant ones. The k-nearest 
neighbour algorithm is sensitive to the local structure of the 
data. Nearest neighbour rules in effect compute the decision 
boundary in an implicit manner. It is also possible to compute 
the decision boundary itself explicitly and to do so in an 
efficient manner so that the computational complexity is a 
function of the boundary complexity. 

2) Kstar (K* Classifier)  

Instance-based learners can classify an instance by 
comparing through pre-classified examples. The essential 
hypothesis is that parallel occurrences which will be parallel 
classifications. K* [50] is an instance-based classifier, that is 
the class of a test instance is based upon the class of those 
training instances similar to it, as determined by some 
similarity function. It differs from other instance-based 
learners in that it uses an entropy-based distance function. K* 
is not only a distance function, it also general non-zero and 
non-symmetric function. Though probably the counter-
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intuitive does not interfere with the development of the K* 
algorithm. 

3) LWL (Locally Weighted Learning)  

It is a lazy learning method which can comply processing of 
training data until a query needs to be answered
Generally it involves storing the training data in memory and 
finding significant data in the database to response a specific 
query. This type of learning is furthermore 
based learning. Relevance is dignified
function, with adjacent points having high
form of lazy learning finds a set of nearest 
selects or votes on the extrapolations completed
stored points. A single global model is used to fit all of the 
training data, observed by most learning methods. But the 
answer of the query is known during processing of training 
data, training query specific local models is 
learning. 

4) NaiveBayes (Naive Bayes Classifier)

Bayes classifier [52] is one of the 
classifier, which is perfectly established 
theorem. It is basically comes from Bayesian statistics with 
strong independence assumptions. A more 
the underlying probability model would be "independent 
feature model". A naive Bayes classifier 
presence or absence of an actual feature of a class is 
the presence or absence of any other feature.
defined nature of the probability model, naive Bayes 
classifiers can be trained very proficiently
learning setting. Many of the practical applications, parameter 
appraisal for naive Bayes models uses t
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intuitive does not interfere with the development of the K* 

can comply processing of 
training data until a query needs to be answered [51]. 
Generally it involves storing the training data in memory and 
finding significant data in the database to response a specific 
query. This type of learning is furthermore called memory-

dignified using a distance 
points having high relevance. One 

form of lazy learning finds a set of nearest neighbours and 
completed by each of the 

A single global model is used to fit all of the 
training data, observed by most learning methods. But the 
answer of the query is known during processing of training 

specific local models is promising in lazy 

lassifier)  

 artless probabilistic 
 on applying Bayes' 

from Bayesian statistics with 
strong independence assumptions. A more colourful term for 
the underlying probability model would be "independent 

naive Bayes classifier adopts that the 
feature of a class is distinct to 

the presence or absence of any other feature. Liable on the 
nature of the probability model, naive Bayes 

proficiently in a supervised 
practical applications, parameter 

for naive Bayes models uses the method of 

maximum likelihood. On the former
work with the naive Bayes model without believing in 
Bayesian probability or using any Bayesian methods.

5) Neural Networks (Multi-

A multilayer perceptron (MLP) [
network model that maps s
outputs. MLP consists of multiple layers of nodes in a directed 
graph and each layer fully connected to the next one. 
Excluding the input nodes, every node is a neuron with a 
nonlinear activation function. MLP utilizes a sup
learning technique called back propagation for training the 
network. Any successful pattern classification methodology 
depends heavily on the particular choice of the features used 
by that classifier .The Back-Propagation is the best known and 
widely used learning algorithm in training multilayer feed 
forward neural networks. The feed forward neural net refer to 
the network consisting of a set of sensory units (source nodes) 
that constitute the input layer, one or more hidden layers of 
computation nodes and an output layer of computation nodes. 
The input signal propagates through the network in a forward 
direction, from left to right and on a layer

6) J48 (Decision Trees)  

A decision tree [54] is a decision support tool 
practices a tree-like graph or 
their possible significances
outcomes, resource costs and 
to display an algorithm. Decision trees are commonly used in 
operations research, specifically in decision analysis.
decision tree most likely to reach 
identify the strategic resolution. 
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the former confrontations, one can 
work with the naive Bayes model without believing in 
Bayesian probability or using any Bayesian methods. 

-Layer Perceptron’s) 

A multilayer perceptron (MLP) [53] is an artificial neural 
network model that maps sets of input data onto a set of 
outputs. MLP consists of multiple layers of nodes in a directed 
graph and each layer fully connected to the next one. 
Excluding the input nodes, every node is a neuron with a 
nonlinear activation function. MLP utilizes a supervised 
learning technique called back propagation for training the 

Any successful pattern classification methodology 
depends heavily on the particular choice of the features used 

Propagation is the best known and 
ly used learning algorithm in training multilayer feed 

forward neural networks. The feed forward neural net refer to 
the network consisting of a set of sensory units (source nodes) 
that constitute the input layer, one or more hidden layers of 

odes and an output layer of computation nodes. 
The input signal propagates through the network in a forward 
direction, from left to right and on a layer-by-layer basis. 

is a decision support tool which 
like graph or decisions model mechanism and 

significances, including chance incident 
and efficacy. It is solitary approach 

to display an algorithm. Decision trees are commonly used in 
fically in decision analysis. The 

decision tree most likely to reach the goal which can leads to 
resolution.  
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7) SVM (Support Vector Machines) 

In machine learning, support vector machines [55] are 
supervised learning models with associated learning 
algorithms which can analyse data and recognize patterns. It is 
mostly used for classification and regression analysis. The 
basic SVM takes a set of input data and predicts it, for each 
given input, which of two possible classes forms the input, 
making it a non-probabilistic binary linear classifier. SVM 
training algorithm builds a model that assigns new examples 
into one category or the other. The support vector method is 
based on an efficient multidimensional function optimization, 
which tries to minimize the empirical risk, which is the 
training set error. The set of vectors is said to be optimally 
separated if it is separated without error and the distance 
between the closest vectors to the hyper plane is maximal.  

III. PROPOSED METHOD 

Fig. 3 exemplified the entire method. At the beginning of 
the work the image is converted to DWT domain. After that 
some image steganography tools like S-Tool [56], PQ [57], 
Model Base [58], F5 [59] has been used for creating stego 
DWT images. After embedding the inverse DWT procedure 
has been prepared to construct the image. Various lengths of 
characters have been used for embedding in cover image and 
produce the corresponding stego images. In this contribution 
the authors have used Haar [45], Daubechies [46], Symlets 
[47] and Biorthogonal [48] methods of Discrete Wavelet 
Domain. In the next step extract some image features like 
central moments, invariant moments, Zernike moments and 
also extract all spam features of the images. Then store all the 
features in a tabular form and put it to the database. Then form 
a training dataset from the database to predict the embedding 
length. Use the binary classifier to classify the capacity of 
message prediction. Here authors have used KNN [49], K* 
[50], LWL [51], Naive Bayes Classifier [52], Neural networks 
[53], Decision trees [54] and SVM Classifier [55] for 
classification. Performance accuracy that means the correctly 
classified instances has been measured through these 
classifiers. Through this process an unknown image can be 
classified and predict the secret hidden message length. 
Finally obtained the correctly classified instances for the 
corresponding stego and try to compare and contrast various 
embedding techniques in four wavelet domains using seven 
different classifiers.  

IV. ALGORITHM OF PROPOSED METHOD 

INPUT: 1000 Images of dimension 512x512 has been taken 
where 70% used for training and evaluation purpose and 30% 
images for testing. 
Step 1. Select an image 
Step 2. Perform transformation in Haar [45], Daubechies [46], 

Symlets [47] and Biorthogonal [48] Wavelet Domain 
Step 3. Extract Features 
1. Central Moments (up-to 7th order) 

2. Invariant Moments (up-to 7th order) 
3. Zernike Moments (up-to 2nd order) 
4. Standard Deviation 
5. Spam features 
Step 4. Embed message of variable length using 

Steganographic Methods: - S-Tool [56], PQ [57], 
Model Base [58], and F5 [59]. 

Step 5. Repeat Step 2 for the output of step 3. 
Step 6. Continue step 3 and 4 until left with a new image. 
Step 7. Store the results of step 2 and 4. 
Step 8. Create Sample Dataset for the image results. 
Step 9. Create training dataset for recognizing stego in variable 

length of message. 
Step 10. Apply Classifier KNN [49], K* [50], LWL [51], 

Naive Bayes Classifier [52], Neural networks [53], 
Decision trees [54] and SVM Classifier [55] to measure 
performance using the correctly classified instances for 
various Stego and various message length. The 
correctly classified instances are taken as the 
performance of the Classifier against unknown images. 

Step 11. End 
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TABLE I 
PERFORMANCE (% OF CORRECTLY CLASSIFIED INSTANCES) MEASURE OF THE PROPOSED IMAGE STEGANALYZER FOR VARIOUS EMBEDDING TOOLS USING THE  

HAAR WAVELET DOMAIN 
Steganography 

Tools 
Embedding 

Rate 
Ibk (K-nearest-

neighbor) 
Kstar (K* 
Classifier) 

LWL (Locally 
weighted learning) 

NaiveBayes (Naive 
Bayes classifier) 

Neural networks (multi-
layer perceptrons) 

J48 (Decision 
trees) 

SVM (Support 
vector machines) 

S Tools 0.01 100 100 83 75 85 100 91 
0.03 100 100 83 75 85 100 91 
0.06 100 100 83 75 85 100 91 
0.09 100 100 83 75 85 100 91 
0.20 100 100 83 75 85 100 91 
0.50 100 97 83 74 85 100 91 
0.80 100 96 83 72 85 100 91 
1.00 100 96 83 70 85 100 91 

PQ 0.01 100 48 100 100 100 100 48 
0.03 100 48 100 100 100 100 48 
0.06 100 48 100 100 100 100 48 
0.09 100 48 100 100 100 100 48 
0.20 100 100 100 100 100 100 48 
0.50 100 100 100 100 100 100 48 
0.80 100 100 100 100 100 100 48 
1.00 100 100 100 100 100 100 48 

MB 0.01 100 48 100 100 100 100 51 
0.03 100 48 100 100 100 100 51 
0.06 100 48 100 100 100 100 51 
0.09 100 48 100 100 100 100 51 
0.20 100 100 100 100 100 100 51 
0.50 100 100 100 100 100 100 51 
0.80 100 100 100 100 100 100 51 
1.00 100 100 100 100 100 100 51 

F5 0.01 73 56 80 76 70 78 43 
0.03 73 56 80 76 70 78 43 
0.06 73 56 80 76 70 78 43 
0.09 73 56 80 76 70 78 43 
0.20 73 56 80 76 70 78 43 
0.50 73 56 80 76 70 78 43 
0.80 75 56 78 77 71 80 43 
1.00 75 56 78 78 71 81 43 

 
TABLE II 

PERFORMANCE (% OF CORRECTLY CLASSIFIED INSTANCES) MEASURE OF THE PROPOSED IMAGE STEGANALYZER FOR VARIOUS EMBEDDING TOOLS USING THE  
DAUBECHIES WAVELET DOMAIN 

Steganography 
Tools 

Embedding 
Rate 

Ibk (K-nearest-
neighbor) 

Kstar (K* 
Classifier) 

LWL (Locally 
weighted learning) 

NaiveBayes (Naive 
Bayes classifier) 

Neural networks (multi-
layer perceptrons) 

J48 (Decision 
trees) 

SVM (Support 
vector machines) 

S Tools 0.01 99 100 83 75 85 100 91 
0.03 99 100 83 75 85 100 91 
0.06 100 100 83 75 85 100 91 
0.09 100 100 83 75 85 100 91 
0.20 100 100 83 75 85 100 91 
0.50 100 97 83 74 85 100 91 
0.80 100 96 82 72 85 100 91 
1.00 100 96 82 70 85 100 91 

PQ 0.01 100 48 96 98 91 96 48 
0.03 96 48 96 98 91 96 48 
0.06 96 48 96 98 91 96 48 
0.09 96 48 96 98 91 96 48 
0.20 100 48 100 100 100 100 48 
0.50 100 48 100 100 100 100 48 
0.80 100 48 100 100 100 100 48 
1.00 100 48 100 100 100 100 48 

MB 0.01 100 100 96 98 91 96 51 
0.03 96 100 96 98 91 96 51 
0.06 96 100 96 98 91 96 51 
0.09 96 100 96 98 91 96 51 
0.20 100 100 100 100 100 100 51 
0.50 100 48 100 100 100 100 51 
0.80 100 48 100 100 100 100 51 
1.00 100 48 100 100 100 100 51 

F5 0.01 73 56 80 76 70 78 43 
0.03 73 56 80 76 70 78 43 
0.06 73 56 80 76 70 78 43 
0.09 73 56 80 76 70 78 43 
0.20 73 56 80 76 70 78 43 
0.50 73 56 80 76 70 78 43 
0.80 75 56 78 77 71 80 43 
1.00 75 56 78 78 71 81 43 
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TABLE III 
PERFORMANCE (% OF CORRECTLY CLASSIFIED INSTANCES) MEASURE OF THE PROPOSED IMAGE STEGANALYZER FOR VARIOUS EMBEDDING TOOLS USING THE  

SYMLETS WAVELET DOMAIN 
Steganograph

y Tools 
Embedding 

Rate 
Ibk (K-nearest-

neighbor) 
Kstar (K* 
Classifier) 

LWL (Locally 
weighted learning) 

NaiveBayes (Naive 
Bayes classifier) 

Neural networks (multi-
layer perceptrons) 

J48 (Decision 
trees) 

SVM (Support 
vector machines) 

S Tools 0.01 100 100 83 75 85 100 91 
0.03 100 100 83 75 85 100 91 
0.06 100 100 83 75 85 100 91 
0.09 100 100 83 75 85 100 91 
0.20 100 100 83 75 85 100 91 
0.50 100 97 83 74 85 100 91 
0.80 100 96 83 72 85 100 91 
1.00 100 96 83 70 85 100 91 

PQ 0.01 100 48 100 100 100 100 48 
0.03 100 48 100 100 100 100 48 
0.06 100 48 100 100 100 100 48 
0.09 100 48 100 100 100 100 48 
0.20 100 48 100 100 100 100 48 
0.50 100 48 100 100 100 100 48 
0.80 100 48 100 100 100 100 48 
1.00 100 48 100 100 100 100 48 

MB 0.01 100 100 100 100 100 100 51 
0.03 100 100 100 100 100 100 51 
0.06 100 100 100 100 100 100 51 
0.09 100 100 100 100 100 100 51 
0.20 100 100 100 100 100 100 51 
0.50 100 48 100 100 100 100 51 
0.80 100 48 100 100 100 100 51 
1.00 100 48 100 100 100 100 51 

F5 0.01 73 56 80 76 70 78 43 
0.03 73 56 80 76 70 78 43 
0.06 73 56 80 76 70 78 43 
0.09 73 56 80 76 70 78 43 
0.20 73 56 80 76 70 78 43 
0.50 73 56 80 76 70 78 43 
0.80 75 56 78 77 71 80 43 
1.00 75 56 78 78 71 81 43 

 
TABLE IV 

PERFORMANCE (% OF CORRECTLY CLASSIFIED INSTANCES) MEASURE OF THE PROPOSED IMAGE STEGANALYZER FOR VARIOUS EMBEDDING TOOLS USING THE  
BIORTHOGONAL WAVELET DOMAIN 

Steganograph
y Tools 

Embedding 
Rate 

Ibk (K-nearest-
neighbor) 

Kstar (K* 
Classifier) 

LWL (Locally 
weighted learning) 

NaiveBayes (Naive 
Bayes classifier) 

Neural networks (multi-
layer perceptrons) 

J48 (Decision 
trees) 

SVM (Support 
vector machines) 

S Tools 0.01 100 100 83 75 85 100 91 
0.03 100 100 83 75 85 100 91 
0.06 100 100 83 75 85 100 91 
0.09 100 100 83 75 85 100 91 
0.20 100 100 83 75 85 100 91 
0.50 100 97 83 74 85 100 91 
0.80 100 96 83 72 85 100 91 
1.00 100 96 83 70 85 100 91 

PQ 0.01 100 48 100 100 100 100 48 
0.03 100 48 100 100 100 100 48 
0.06 100 48 100 100 100 100 48 
0.09 100 48 100 100 100 100 48 
0.20 100 48 100 100 100 100 48 
0.50 100 48 100 100 100 100 48 
0.80 100 48 100 100 100 100 48 
1.00 100 48 100 100 100 100 48 

MB 0.01 100 100 100 100 100 100 51 
0.03 100 100 100 100 100 100 51 
0.06 100 100 100 100 100 100 51 
0.09 100 100 100 100 100 100 51 
0.20 100 100 100 100 100 100 51 
0.50 100 100 100 100 100 100 51 
0.80 100 48 100 100 100 100 51 
1.00 100 48 100 100 100 100 51 

F5 0.01 73 56 80 76 70 78 43 
0.03 73 56 80 76 70 78 43 
0.06 73 56 80 76 70 78 43 
0.09 73 56 80 76 70 78 43 
0.20 73 56 80 76 70 78 43 
0.50 73 56 80 76 70 78 43 
0.80 75 56 78 77 71 80 43 
1.00 75 56 78 78 71 81 43 
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TABLE V 
COMPARISON OF PROPOSED NOVEL IMAGE STEGANALYZER WITH OTHER EXISTING METHODS IN HAAR WAVELET DOMAIN 

Software Emb. 
Rate 

BSM FBS WBS Ibk (K-
nearest-

neighbor) 

Kstar (K* 
Classifier) 

LWL (Locally 
weighted learning) 

NaiveBayes 
(Naive Bayes 

classifier) 

Neural networks 
(multi-layer 
perceptrons) 

J48 
(Decision 

trees) 

SVM (Support vector 
machines) 

S Tools 0.05 68 97 56 100 100 83 75 85 100 91 
0.10 78 99 65 100 100 83 75 85 100 91 
0.20 87 99 75 100 100 83 75 85 100 91 
0.40 92 99 87 100 97 83 74 85 100 91 
0.60 93 99 91 100 96 83 72 85 100 91 

PQ 0.05 75 85 76 100 48 100 100 100 100 48 
0.10 75 85 76 100a 48 100 100 100 100 48 
0.20 75 85 75 100 100 100 100 100 100 48 
0.40 76 86 79 100 100 100 100 100 100 48 
0.60 NA NA NA 100 100 100 100 100 100 48 

MB 0.05 75 85 76 100 48 100 100 100 100 51 
0.10 75 85 76 100 48 100 100 100 100 51 
0.20 75 85 75 100 100 100 100 100 100 51 
0.40 76 86 79 100 100 100 100 100 100 51 
0.60 NA NA NA 100 100 100 100 100 100 51 

F5 0.05 51 71 51 73 56 80 76 70 78 43 
0.10 51 77 52 73 56 80 76 70 78 43 
0.20 51 85 55 73 56 80 76 70 78 43 
0.40 53 93 61 73 56 80 76 70 78 43 
0.60 NA NA NA 75 56 78 77 71 80 43 

 
TABLE VI 

COMPARISON OF PROPOSED NOVEL IMAGE STEGANALYZER WITH OTHER EXISTING METHODS IN DAUBECHIES WAVELET DOMAIN 
Software Emb. 

Rate 
BSM FBS WBS Ibk (K-

nearest-
neighbor) 

Kstar (K* 
Classifier) 

LWL (Locally 
weighted 
learning) 

NaiveBayes 
(Naive Bayes 

classifier) 

Neural networks 
(multi-layer 
perceptrons) 

J48 
(Decision 

trees) 

SVM (Support 
vector 

machines) 
S Tools 0.05 68 97 56 100 100 83 75 85 100 91 

0.10 78 99 65 100 100 83 75 85 100 91 
0.20 87 99 75 100 100 83 75 85 100 91 
0.40 92 99 87 100 97 83 74 85 100 91 
0.60 93 99 91 100 96 82 72 85 100 91 

PQ 0.05 75 85 76 96 48 96 98 91 96 48 
0.10 75 85 76 96 48 96 98 91 96 48 
0.20 75 85 75 100 48 100 100 100 100 48 
0.40 76 86 79 100 48 100 100 100 100 48 
0.60 NA NA NA 100 48 100 100 100 100 48 

MB 0.05 75 85 76 96 100 96 98 91 96 51 
0.10 75 85 76 96 100 96 98 91 96 51 
0.20 75 85 75 100 100 100 100 100 100 51 
0.40 76 86 79 100 48 100 100 100 100 51 
0.60 NA NA NA 100 48 100 100 100 100 51 

F5 0.05 51 71 51 73 56 80 76 70 78 43 
0.10 51 77 52 73 56 80 76 70 78 43 
0.20 51 85 55 73 56 80 76 70 78 43 
0.40 53 93 61 73 56 80 76 70 78 43 
0.60 NA NA NA 75 56 78 77 71 80 43 

 
TABLE VII 

COMPARISON OF PROPOSED NOVEL IMAGE STEGANALYZER WITH OTHER EXISTING METHODS IN SYMLETS WAVELET DOMAIN 
Software Emb. 

Rate 
BSM FBS WBS Ibk (K-

nearest-
neighbor) 

Kstar (K* 
Classifier) 

LWL (Locally 
weighted 
learning) 

NaiveBayes 
(Naive Bayes 

classifier) 

Neural networks 
(multi-layer 
perceptrons) 

J48 
(Decision 

trees) 

SVM (Support 
vector 

machines) 
S Tools 0.05 68 97 56 100 100 83 75 85 100 91 

0.10 78 99 65 100 100 83 75 85 100 91 
0.20 87 99 75 100 100 83 75 85 100 91 
0.40 92 99 87 100 97 83 74 85 100 91 
0.60 93 99 91 100 96 83 72 85 100 91 

PQ 0.05 75 85 76 100 48 100 100 100 100 48 
0.10 75 85 76 100 48 100 100 100 100 48 
0.20 75 85 75 100 48 100 100 100 100 48 
0.40 76 86 79 100 48 100 100 100 100 48 
0.60 NA NA NA 100 48 100 100 100 100 48 

MB 0.05 75 85 76 100 100 100 100 100 100 51 
0.10 75 85 76 100 100 100 100 100 100 51 
0.20 75 85 75 100 100 100 100 100 100 51 
0.40 76 86 79 100 48 100 100 100 100 51 
0.60 NA NA NA 100 48 100 100 100 100 51 

F5 0.05 51 71 51 73 56 80 76 70 78 43 
0.10 51 77 52 73 56 80 76 70 78 43 
0.20 51 85 55 73 56 80 76 70 78 43 
0.40 53 93 61 73 56 80 76 70 78 43 
0.60 NA NA NA 75 56 78 77 71 80 43 
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TABLE VIII 
COMPARISON OF PROPOSED NOVEL IMAGE STEGANALYZER WITH OTHER EXISTING METHODS IN BIORTHOGONAL WAVELET DOMAIN 

Software Emb. 
Rate 

BSM FBS WBS Ibk (K-nearest-
neighbor) 

Kstar (K* 
Classifier) 

LWL (Locally 
weighted 
learning) 

NaiveBayes 
(Naive Bayes 

classifier) 

Neural networks 
(multi-layer 
perceptrons) 

J48 
(Decision 

trees) 

SVM (Support 
vector machines) 

S Tools 0.05 68 97 56 100 100 83 75 85 100 91 
0.10 78 99 65 100 100 83 75 85 100 91 
0.20 87 99 75 100 100 83 75 85 100 91 
0.40 92 99 87 100 97 83 74 85 100 91 
0.60 93 99 91 100 96 83 72 85 100 91 

PQ 0.05 75 85 76 100 48 100 100 100 100 48 
0.10 75 85 76 100 48 100 100 100 100 48 
0.20 75 85 75 100 48 100 100 100 100 48 
0.40 76 86 79 100 48 100 100 100 100 48 
0.60 NA NA NA 100 48 100 100 100 100 48 

MB 0.05 75 85 76 100 100 100 100 100 100 51 
0.10 75 85 76 100 100 100 100 100 100 51 
0.20 75 85 75 100 100 100 100 100 100 51 
0.40 76 86 79 100 100 100 100 100 100 51 
0.60 NA NA NA 100 48 100 100 100 100 51 

F5 0.05 51 71 51 73 56 80 76 70 78 43 
0.10 51 77 52 73 56 80 76 70 78 43 
0.20 51 85 55 73 56 80 76 70 78 43 
0.40 53 93 61 73 56 80 76 70 78 43 
0.60 NA NA NA 75 56 78 77 71 80 43 

 

V. EXPERIMENTAL RESULTS OF PROPOSED METHOD 

The Steganalyzer has been designed using a training set that 
is obtained by the application of different embedding tools like 
S-Tool [56], PQ [57], Model Base [58], and F5 [59] etc. in 
four different wavelet domain namely Haar, Daubechies, 
Symlets and Biorthogonal. In the experimental set up 70% 
images were used for training while 30% images were used 
for testing. The experiments were performed on a large data 
set of 1000 images obtained from publicly available websites. 
The image data set is categorized with respect to different 
features of the image to determine their potential impact on 
steganalysis performance. After embedding secret message 
into the cover image with the various embedding rates of 0.01, 
0.03, 0.06, 0.09, 0.20, 0.50, 0.80, 1.00 in all four of the 
wavelet domains various stego images has been created. From 
the tables, it can be observed that with the introduction of even 
a small amount of hidden data the values of statistical as well 
as similarity based features of the images change. This change 
is different for different wavelet domains that have been 
employed. In the conclusion we try to compare and contrast 
the different wavelet domains that have been used. In order to 
calculate the performance of seven classifiers at different 
embedding rate and to show the relationship between the 
false-positive rate and the detection rate of steganographic 
data embedding for the four different embedding methods. 
The correctly classified instances performance accuracy are 
calculated for the classifiers by first designing a classifier and 
then testing the data unseen to the classifier against the trained 
classifier. The testing accuracy is calculated by the 
steganalysis algorithm. Above tables respectively shows the 
Performance accuracy of KNN [49], K* [50], LWL [51], 
Naive Bayes Classifier [52], Neural networks [53], Decision 
trees [54] and SVM Classifier [55] at different embedding rate 
for S-Tool [56], PQ [57], Model Base [58], and F5 [59]. 
Performance comparison of different classifier at various 
embedding rate has also been shown. A comparative study 

amongst various existing image steganalysis method with 
proposed novel steganalysis method has been shown in Tables 
V-VIII. Table IX describes the performance analysis of the 
Classifiers used in this steganalysis procedure along with the 
others methods like BSM, FBS and WBS. Fig. 4 shows some 
of the ROC of proposed work. 
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TABLE IX 
PERFORMANCE COMPARISON OF PROPOSED NOVEL IMAGE STEGANALYZER WITH OTHER EXISTING METHODS  

Wavelet 

Domain 

Soft 

ware 

Very Good (90% - 100%) Good (70% - 89%) Moderate  

(50% - 69%) 

H
a
a
r 
 

W
a
v
el
et
 D
o
m
a
in
 

S 

Tools 

Ibk (K-nearest-neighbor), Kstar (K* Classifier), J48 
(Decision trees), FBS 

LWL (Locally weighted learning), NaiveBayes (Naive Bayes 
classifier), Neural networks (multi-layer perceptrons), SVM 

(Support vector machines), BSM, WBS 

 

PQ Ibk (K-nearest-neighbor), LWL (Locally weighted 
learning), NaiveBayes (Naive Bayes classifier), Neural 
networks (multi-layer perceptrons), J48 (Decision trees) 

BSM, FBS, WBS Kstar (K* Classifier) 

MB Ibk (K-nearest-neighbor), LWL (Locally weighted 
learning), NaiveBayes (Naive Bayes classifier), Neural 
networks (multi-layer perceptrons), J48 (Decision trees) 

BSM, FBS, WBS  

F5  Ibk (K-nearest-neighbor), LWL (Locally weighted learning), 
NaiveBayes (Naive Bayes classifier), Neural networks (multi-layer 

perceptrons), J48 (Decision trees) 

Kstar (K* Classifier), 
BSM, WBS 

D
a
u
b
ec
h
ie
s 
 

W
a
v
el
et
 D
o
m
a
in
 

S 

Tools 

Ibk (K-nearest-neighbor), Kstar (K* Classifier), J48 
(Decision trees), SVM (Support vector machines), FBS 

LWL (Locally weighted learning), NaiveBayes (Naive Bayes 
classifier), Neural networks (multi-layer perceptrons), BSM, WBS 

 

PQ Ibk (K-nearest-neighbor), LWL (Locally weighted 
learning), NaiveBayes (Naive Bayes classifier), Neural 
networks (multi-layer perceptrons), J48 (Decision trees) 

BSM, FBS, WBS  

MB Ibk (K-nearest-neighbor), LWL (Locally weighted 
learning), NaiveBayes (Naive Bayes classifier), Neural 
networks (multi-layer perceptrons), J48 (Decision trees) 

Kstar (K* Classifier), BSM, FBS, WBS  

F5  Ibk (K-nearest-neighbor), LWL (Locally weighted learning), 
NaiveBayes (Naive Bayes classifier), Neural networks (multi-layer 

perceptrons), J48 (Decision trees), FBS 

 

S
y
m
le
ts
  

W
a
v
el
et
 D
o
m
a
in
 

S 

Tools 

Ibk (K-nearest-neighbor), Kstar (K* Classifier), J48 
(Decision trees), SVM (Support vector machines), FBS 

LWL (Locally weighted learning), NaiveBayes (Naive Bayes 
classifier), Neural networks (multi-layer perceptrons), BSM, WBS 

 

PQ Ibk (K-nearest-neighbor), LWL (Locally weighted 
learning), NaiveBayes (Naive Bayes classifier), Neural 
networks (multi-layer perceptrons), J48 (Decision trees) 

BSM, FBS, WBS  

MB Ibk (K-nearest-neighbor), Kstar (K* Classifier), LWL 
(Locally weighted learning), NaiveBayes (Naive Bayes 
classifier), Neural networks (multi-layer perceptrons), 

J48 (Decision trees) 

BSM, FBS, WBS  

F5  Ibk (K-nearest-neighbor), LWL (Locally weighted learning), 
NaiveBayes (Naive Bayes classifier), Neural networks (multi-layer 

perceptrons), J48 (Decision trees), FBS 

WBS 

B
io
rt
h
o
g
o
n
a
l 
 

W
a
v
el
et
 D
o
m
a
in
 

S 

Tools 

Ibk (K-nearest-neighbor), Kstar (K* Classifier), J48 
(Decision trees), SVM (Support vector machines), FBS 

LWL (Locally weighted learning), NaiveBayes (Naive Bayes 
classifier), Neural networks (multi-layer perceptrons), BSM, WBS 

Kstar (K* Classifier), 
SVM (Support vector 

machines) 

PQ Ibk (K-nearest-neighbor), LWL (Locally weighted 
learning), NaiveBayes (Naive Bayes classifier), Neural 
networks (multi-layer perceptrons), J48 (Decision trees) 

BSM, FBS, WBS SVM (Support vector 
machines) 

MB Ibk (K-nearest-neighbor), Kstar (K* Classifier), LWL 
(Locally weighted learning), NaiveBayes (Naive Bayes 
classifier), Neural networks (multi-layer perceptrons), 

J48 (Decision trees) 

BSM, FBS, WBS  

F5  Ibk (K-nearest-neighbor), LWL (Locally weighted learning), 
NaiveBayes (Naive Bayes classifier), Neural networks (multi-layer 

perceptrons), J48 (Decision trees), FBS 

Kstar (K* Classifier), 
BSM, WBS 

 

 

(a)                        (b) 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:8, No:8, 2014

1516

 

(c)                        (d) 

Fig 4 ROC of Proposed Image Steganalyzer (1% of embedding capacity has been used here) (a) In Biorthogonal Wavelet Domain using F5 
Steganography tool and NaiveBayes classifier. (b) In Daubechies Wavelet Domain using PQ Steganography tool and locally weighted learning 

classifier. (c) In Haar Wavelet Domain using PQ Steganography tool and K* classifier. (d) In Biorthogonal Wavelet Domain using S-Tools 
Steganography tool and Decision trees classifier 

 
VI. CONCLUSION 

In this paper a novel feature based image steganalysis 
technique in wavelet domain is proposed and tested which has 
been designed based on moments and spam features based 
image distortion measurement. The de-noised version of the 
image object is taken as a measure of the cover image. Next 
step is to use statistical, invariant and other similarity based 
features to measure the distortion which in turn is used to 
design a classifier to determine the presence of hidden 
information in an image. The design of the image steganalyzer 
using seven different classifiers in each of the four wavelet 
domains is useful as it comes in handy to detect the presence 
of even small amount of data. Comparison of the results that 
we have obtained in our report with other existing wavelet 
based steganalysis (WBS) technique goes on to show that the 
proposed image steganalysis technique shows much higher 
detection rate than existing steganalyzers operating in the 
same domain. In the concluding part a table has been provided 
that compares the proposed image steganalysis technique in 
wavelet domain with other existing image steganalysis 
techniques namely Binary Similarity Based Image 
Steganalysis Technique-BSM, Feature Based Image 
Steganalysis Technique – FBS and Wavelet Based 
Steganalysis Technique – WBS. Increases of accuracy level 
along with the detection power are the aim of our future 
extension. 
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