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Abstract—In this study, it was tried to identify some heart 

rhythm disorders by electrocardiography (ECG) data that is taken 
from MIT-BIH arrhythmia database by subtracting the required 
features, presenting to artificial neural networks (ANN), artificial 
immune systems (AIS), artificial neural network based on artificial 
immune system (AIS-ANN) and particle swarm optimization based 
artificial neural network (PSO-NN) classifier systems. The main 
purpose of this study is to evaluate the performance of hybrid AIS-
ANN and PSO-ANN classifiers with regard to the ANN and AIS. For 
this purpose, the normal sinus rhythm (NSR), atrial premature 
contraction (APC), sinus arrhythmia (SA), ventricular trigeminy 
(VTI), ventricular tachycardia (VTK) and atrial fibrillation (AF) data 
for each of the RR intervals were found. Then these data in the form 
of pairs (NSR-APC, NSR-SA, NSR-VTI, NSR-VTK and NSR-AF) is 
created by combining discrete wavelet transform which is applied to 
each of these two groups of data and two different data sets with 9 
and 27 features were obtained from each of them after data reduction. 
Afterwards, the data randomly was firstly mixed within themselves, 
and then 4-fold cross validation method was applied to create the 
training and testing data. The training and testing accuracy rates and 
training time are compared with each other.  

As a result, performances of the hybrid classification systems, 
AIS-ANN and PSO-ANN were seen to be close to the performance 
of the ANN system. Also, the results of the hybrid systems were 
much better than AIS, too. However, ANN had much shorter period 
of training time than other systems. In terms of training times, ANN 
was followed by PSO-ANN, AIS-ANN and AIS systems 
respectively. Also, the features that extracted from the data affected 
the classification results significantly. 

 
Keywords—

I. INTRODUCTION 
EURAL networks (NNs) [1]-[3] are strong mathematical 
models inspired by the human brain. Particle Swarm 

Optimization (PSO) which is one of the heuristic methods is 
successfully applied to the training of ANN due to various 
reasons such as the small number of parameters to be set, easy 
realization and capable of treatment with real numbers [4]. 
AIS are algorithms that developed based on the theoretically 
and observed immune functions which applied to complex 
problem domains. 

According to [5], a PSO-ANN system has been proposed 
for the classification of EEG signals. In that study, 5 and 10 
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cells for hidden layer have been used and been observed a 
better classification performance with neural network having a 
number of 5 cells. In [6], a radial basis function neural 
networks learned by PSO has been proposed for detecting of 
abnormalities in the ECG beats which were taken from MIT-
BIH arrhythmia database. Also, K-means, Kohonen and K-
nearest neighbor algorithms have been used for comparison 
and the proposed method was found to be much faster than 
others.  

When looking at the studies with AIS-ANN, in [7], a new 
AIS based on SOM (self organization map) neural networks 
has been developed. Analyzes were used to estimate the 
silicon content and was added that the results are fascinating. 
In addition to these, in [8], AIS-ANN hybrid system was 
formed to extract rules from classification problems. 96.4% 
and 96.8 accuracy rates have been achieved for heart diseases 
and hepatitis, respectively. Also, results were compared with 
other approaches until then.  

II. MATERIALS AND METHODS 
In this study, the performance analyzes of used systems was 

performed on total of 6 class data taken from MIT-BIH ECG 
arrhythmia database. They are normal sinus rhythm (NSR), 
atrial premature contraction (APC), sinus arrhythmia (SA), 
ventricular tachycardia (VTK), ventricular trigeminy (VTI) 
and atrial fibrillation (AF). Normal sinus rhythm was used to 
create double groups with other data set. In total, 5 different 
data sets were formed with this method. The resulting 5 data 
sets are NSR-APC, NSR-SA, NSR-VTI, NSR-VTK and NSR-
AF. Training and testing data separation process was 
performed using 4-fold cross-validation method. The 
following Table I shows the features of data used in the study. 

The classification processes for all systems were repeated 
for five times. The accuracy of classification results obtained 
in each run were collected and divided into 5 to achieve an 
average classification accuracy. Practiced process steps are 
shown in Fig. 1. 
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filter (LPF) for approximate coefficients (Ai[n]). g [n] and h 
[n], mathematical expression of this separation process in 
time, respectively, high-pass and low-pass filters is expressed 
as follows: 

 
     ݄௜ାଵሺ݇ሻ ൌ ∑ ݄௜ሾ݊ሿ݄ሾ2݇ െ ݊ሿ௡               (4) 
 
     ௜݃ାଵሺ݇ሻ ൌ ∑ ݄௜ሾ݊ሿ݃ሾ2݇ െ ݊ሿ௡                  (5) 
 

At each level of decomposition, half band filters provides to 
occur signals with half of the frequency band.  

 

 

Fig. 2 Decomposition of sub-bands with High-Pass Filter (HPF) and 
the Low-Pass Filter (LPF) for Discrete Wavelet Transformation 

C. Artificial Neural Networks (ANN) 
The structure of the nervous system has been fundamental 

to the development of Artificial Neural Networks (ANN). An 
artificial neural network occurs from cells are connected with 
each other in layers and weights connecting them to each 
other. One of the basic elements of an artificial neural network 
coefficients are between connections which adjust 
proportionally the exchanging of data with each other of nerve 
cells. During training of ANN, these coefficients are adjusted 
the appropriate values by training algorithms and ANN is 
made original for related problem. The data transmission 
between the input and output of the cell, which is developed 
for the problem, is performed by cell activation function. This 
function determines the basic structure of the cell and the data 
in the cell takes shape according to this function [15].  

In the implementation phase, the number of neurons of the 
hidden layer (HLNN) and the learning rate (LR) were 
incorporated in as variable parameters of ANN system. In the 
literature, because of achieving the best classification accuracy 
when the momentum constant (Mc) was received 0.8 or 0.9, it 
was kept constant at 0.8 in this study [9], [16]. Finally, the 
number of iterations was taken as 10.000 and all procedures 
were performed according to these parameters.  

ANN structure used in this study was composed of 3 layers 
which were an input layer, a hidden layer and an output layer. 
20, 30, 40 and 50 values were tested for HLNN. Also, 0.4, 0.8, 
1.2 and 1.6 values were tested for LR. The activation function 
used for all layers was Logarithmic sigmoid. In addition, the 
target stop criterion was taken 0,001. 

D. Particle Swarm Optimization (PSO) 
An information sharing mechanism is used by Particle 

swarm optimization algorithm. A group of n particles fly in a 
particular speed in the D-dimensional search space. Each 
particle in the search process takes notice of its own search 
history and the best point within the group of other particles 
and location varies based on this. Both of particle position and 

velocity vary according to the following equations in the 
typical PSO method: 

 
௝ܸሺ݇ ൅ 1ሻ ൌ ߱ ௝ܸሺ݇ሻ ൅ ܿଵ݀݊ܽݎሺሻ ቀ ௝ܲ െ ௝ܺሺ݇ሻቁ ൅ ܿଶ݀݊ܽݎሺሻ ቀ ௚ܲ െ ௝ܺሺ݇ሻቁ(6)   

 
    ௝ܺሺ݇ ൅ 1ሻ ൌ ௝ܺሺ݇ሻ ൅ ௝ܸሺ݇ ൅ 1ሻ                      (7) 
 
Xj is the position vector of the j-th particle, Vj is the 

velocity vector. Consider Pj the best position of j-th particle 
during its search process, and Pg as the whole particle swarm's 
best position during the current search. ω is the inertia 
coefficient and the integration of the inertia coefficient allows 
for settings of coefficients that provide convergence and 
control the intended stability between exploitative and 
explorative approach. c1 and c2 are called learning factor, 
which makes particles have the function of self-summary and 
learn to the best of the swarm, and get close to the best 
position of its own as well as within the swarm. Rand() is the 
random number distributed in (0, 1). Each particle’s velocity is 
limited to between the maximum and minimum speed interval, 
Vmax and Vmin [17]. 

 

 
Fig. 3 Training and testing flow diagram of PSO-NN hybrid system 

E. Neural Network Learned by Particle Swarm Optimization 
(PSO-NN) 

In this study, back propagation algorithm of neural network 
was learned by PSO algorithm for PSO-NN hybrid model. The 
dimension size was taken 3 and the inertial coefficient firstly 
was taken 0.9 but it was multiplied by 0.975 for each loop and 
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the result was appointed as the new value. Learning factors 
(c1 and c2) were taken as 2. Finally Vmax and Vmin were taken 
as between -1 and 1. While PSO part was created, particle 
number (PN) and number of hidden layer neurons (HLNN) 
were incorporated in as variable parameters of PSO-NN 
system. 10, 30, 50 and 100 values were tested for PN. Also, 3, 
4, 5 and 6 values were tested for HLNN and all procedures 
were performed according to these parameters [18]. 

Steps in the process of training for PSO-NN are provided in 
Fig. 3. Getting started with the program, weights that contain 
numeric expression of the connections between layers are 
randomly assigned as the number of particles initially for 
learning of Neural Network. Training process is started. 
Fitness values are calculated and weights are reloaded. After 
this stage, typical PSO operations begin. When the target 
fitness value for the gbest is reached the minimum error value, 
training process is finished and testing process is started [18]. 

F. Artificial Immune Systems (AIS) 
In this study, AIS system based on clonal selection 

algorithm was used. Clonal selection algorithm operates 
according to five basic principles: 
1. Firstly, a population (P) is generated and this population 

occurs from candidate solutions, (the memory cells (M) 
and remaining population (Pr)) (P=Pr+M). 

2. At the second step, the best n elements in the population 
are selected depending on the sensitivity criteria and Pn 
population is generated [19]. 

3. The best individuals selected for depending on the 
sensitivity to the antigen are cloned (proliferation). 
Linearly, a high number of clones are comprised from 
individuals with high sensitivity. Similarly, a low number 
of clones are comprised from individuals with low 
sensitivity. Thus, a clone set C is formed.  

4. A hyper-mutation operation is performed to population C 
consisting of clones. Direct proportion with sensitivity is 
also in the process of hyper-mutation. The set obtained 
after hyper-mutation is called population C* [19]. 

5. After cloning and hyper-mutation operations, memory set 
M is again created by making a selection process to add 
individuals to the population. After the selection process, 
location of some cells in the population P is expected to 
leave for some cells in set of C*. The number individuals 
(d) of population P are replaced by the newly produced 
individuals to provide diversity in the population. 
Displacement of low-sensitivity individuals are more 
likely [19]. 

In the implementation phase, the stopping criterion (SC) 
and the number of antibodies (M) were incorporated in as 
variable parameters of AIS system. The value of SC was 
changed between 0.92 and 0.98 in the interval of 0.02. Also, 
the value of M was selected as 30, 50, 70 and 100 and all 
procedures were performed according to these parameters 
[18]. 

G. Neural Network Learned by Artificial Immune Systems 
(AIS-NN) 

In this study, back propagation algorithm of neural network 
was learned by AIS algorithm for AIS-NN hybrid model. In 
the implementation phase, the target minimum error (TME) 
and the number of antibodies (M) were incorporated in as 
variable parameters of AIS-NN system. 0.15, 0.09, 0.05 and 
0.02 values were chosen for TME. Also, 10, 30, 50 and 100 
values were used for M [18]. 

Steps in the process of training for AIS-NN are provided in 
Fig. 4. Getting started with the program, weights that contain 
numeric expression of the connections between the layers are 
randomly assigned as the number of antibodies (M) initially 
for learning of Neural Network. Training process is started. 
Average errors are calculated and weights are reloaded. After 
this stage, typical AIS operations begin. When the TME value 
for the antibodies is reached to minimum error, training 
process is finished and testing process is started [18]. 

 

 
Fig. 4 Training and testing flow diagram of AIS-NN hybrid system 

H. Training and Testing Errors Calculation Techniques 
Training algorithm, created for AIS in the system, gives 

memory antibodies, generated as an output after the training 
phase, and their class information. At step of training and 
testing phase, these outputs are used to identify both training 
and testing classes of antigens in classification.  
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Each antigen class was determined as s_test with both the 
training and test classification processes and classification 
accuracy of the algorithm was calculated as in (8) and (9) [20]. 

 

_ ( )

1

Nt correct s iclassification accuracy
Nti

=
=
∑                       (8) 

 
1 _ ( ) ( )

_ ( )
0

s test i s i
correct s i

other
→ =⎧

= ⎨ →⎩
                   (9)  

 
In here; 
s_test(i): Training or test antigen class determined by the 

algorithm, 
Nt : Total data (antigen) number in training or test set, 

s(i): The real class of training or test antigen. 
The performances of other systems except AIS were 

calculated using 4 different statistical criteria which were 
rounding expressed as ROUND, mean squared error (MSE), 
mean absolute error (MAE) and root mean square error 
(RMSE). 

 

( )
2

1

1 P

p op
p

MSE error y y
P =
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p op
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2

1

P

p op
p

y y

RMSE error
P

=
−

= =
∑

           (12) 

III. EXPERIMENTAL RESULTS 
In this study, 4 different classifiers (ANN, AIS, PSO-NN 

and AIS-NN) were used to classify ECG signals taken from 
MIT-BIH ECG database. For each system, some of the 
parameters specific to that system were applied as variables. 

In the process, 4 different evaluation methods were used to 
find classification error (MAE, ROUND, MSE and RMSE) 
and forms of the errors with subtracting from 100 were shown 
as accuracy rates (MA-A, R-A, MS-A and RMS-A, 
respectively). Also, average results obtained each fold were 
shown in all tables because 4-fold cross-validation was used to 
increase robustness. Table II expresses to classification results 
of ANN system for different learning rates (LR) and number 
of neurons in the hidden layer (HLNN) for all data sets (both 
cA_9 and cA_27). Analyzing Table II, it is seen that the 
highest classification accuracy rates were found to be 100% 
for R-A accuracy. Secondly best results were obtained for 
MS-A. Furthermore, the best accuracy values of all evaluation 
criteria for both training and testing data sets are seen for 
NSR-APC data set. Also, spent time and the number iteration 
for this data set are generally less than other data sets. In 
addition, it is observed that the best results for all data sets 
were obtained for 30 HLNN and 0.8 LR in general for ANN. 

Table III illustrates classification results of all data sets 
(both cA_9 and cA_27) for selected values of the stopping 
criteria (SC) and number of antibodies (M) in AIS system. 

Table III shows that the best results for both training and 
testing data sets were obtained for NSR-VTK in general. But 
the least number of memory antibodies (MAN) is reached with 
NSR-APC data set. It is important that this parameter is lower 
to identify the achievement of algorithm for AIS systems. In 
addition, the best results were seen generally for 0.98 SC and 
50 M for AIS. 

 
 

 
 
 

TABLE II 
OBTAINED CUMULATIVE TRAINING AND TESTING RESULTS FOR ALL DATA SETS IN ANN SYSTEM 

NSR-APC NSR-SA NSR-VTI NSR-VTK NSR-AF 
Training Testing Training Testing Training Testing Training Testing Training Testing

MA-A 
cA_9 98.71 98.26 98.35 98.08 98.99 97.01 98.96 97.96 99.4 98.6 
cA_27 98.46 98.68 97.33 97.03 99.22 96.75 97.97 97.39 99.1 97.8 

R-A 
cA_9 100 100 100 100 100 100 100 100 100 100 
cA_27 100 100 100 100 100 100 100 100 100 100 

MS-A 
cA_9 99.91 99.92 98.52 98.07 99.12 98.66 99.08 98.99 99.1 99.1 
cA_27 99.9 99.89 98.35 97.35 99.6 98.1 98.64 98.62 98.5 98.8 

RMS-A 
cA_9 98.15 98.15 98.91 98 97.83 95.89 97.86 96.72 98.2 96.7 
cA_27 98.19 97.98 98.72 97.22 98.17 96.05 97.31 95.75 97.7 96.8 

TIME 
cA_9 1.8 1.55 6.25 2.28 1.66 
cA_27 1.44 1.51 6.9 2.5 1.64 

ITERATION 
cA_9 94.25 104.5 1015.75 235 99.75 
cA_27 103.25 112.75 1033.5 251.5 109.5 

HLNN BOTH 30 40 20 30 30 
LR BOTH 0.8 1.2 0.4 1.2 0.8 
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TABLE III 
OBTAINED CUMULATIVE TRAINING AND TESTING RESULTS FOR ALL DATA SETS IN AIS SYSTEM 

NSR-APC NSR-SA NSR-VTI NSR-VTK NSR-AF 
Training Testing Training Testing Training Testing Training Testing Training Testing

ACCURACY 
RATE 

cA_9 96.43 97.89 96.31 96.85 96.04 96.56 98.11 97.23 95.7 97.5 
cA_27 97.34 97.47 97.07 97.53 94.44 95.21 97.92 97.15 97.8 98.4 

TIME 
cA_9 613.2 855.26 2059.47 748.48 365.93 
cA_27 521.89 184.49 591.90 332.75 480.42 

MAN 
cA_9 6.75 16.75 13.25 16.75 14 
cA_27 10.5 10.5 11 12.75 9.75 

ITERATION 
cA_9 15962.25 619092.5 82292.5 514.75 194.25 
cA_27 390.75 246210.75 751.75 421 359.75 

SC BOTH 0.98 
M BOTH 50 

 
Table IV expresses the results of different target minimum 

error (TME) and number of antibodies (M) for all data sets 
(both cA_9 and cA_27) in AIS-NN system. 

The highest classification accuracy rates were found for R-
A and MS-A respectively in Table IV. Furthermore, NSR-
APC with cA_9 and NSR-AF with cA_27 are the most 
successful data sets for AIS-NN. However, NSR-SA is seen 
that better than the others in terms of duration and iteration. In 
addition, it is observed that the best results can be obtained for 
0.02 TME and 10 M in general for AIS-NN. 

Table V consists of classification results different number 
of neurons in the hidden layer (HLNN) and number of 
particles (PN) for all data sets (both cA_9 and cA_27) in PSO-
NN system.  

In Table V, the highest classification accuracy rates were 
found for R-A and MS-A as in other tables, respectively. The 
highest achievement was reached with NSR-SA and NSR-VTI 
for training data sets. Besides that, NSR-APC was the best 
data set for testing. Also, NSR-AF is better than the others in 
terms of duration and iteration in Table V. In addition, it is 
observed that the best results can be obtained for 3 HLNN and 
50 PN in general for PSO-NN. 

As a result, AIS-ANN and PSO-ANN hybrid classification 
systems were as successful as ANN system. But the best 
achievement was obtained with ANN for all data sets. Also, 
the results of the hybrid systems were much better than AIS, 
too. Furthermore, the data set which the best results were 
mostly obtained for all systems is NSR-APC in terms of test 
process 

However, ANN had much shorter period of training time 
than other systems. In terms of training times, ANN was 
followed by PSO-ANN, AIS-ANN and AIS systems 
respectively. Also, the features that extracted from the data 
affected the classification results significantly. 

 
 
 
 
 
 
 
 
 
 
 

 
TABLE IV 

OBTAINED CUMULATIVE TRAINING AND TESTING RESULTS FOR ALL DATA SETS IN AIS-NN SYSTEM 
NSR-APC NSR-SA NSR-VTI NSR-VTK NSR-AF 

Training Testing Training Testing Training Testing Training Testing Training Testing

MA-A 
cA_9 97.19 97.29 95.82 95.52 95.7 97.1 92.3 93.8 95.1 95.9 
cA_27 94.65 95.79 96.02 94.25 96.4 98.7 94.2 95.3 96.2 96.6 

R-A 
cA_9 100 100 99.87 100 98.3 99.7 98.4 99.2 98 98.6 
cA_27 100 100 99.93 100 99.5 100 99.5 100 99.5 100 

MS-A 
cA_9 98.56 98.87 98.22 98.75 98.3 99.1 98.2 98.3 98.1 98.2 
cA_27 98.82 99 97.34 98.29 99.2 99.8 98.8 99.5 99.5 100 

RMS-A 
cA_9 93.41 93.4 92.12 92.29 90.6 94.3 91.3 93 93.8 94.9 
cA_27 93.73 93.35 91.79 91.98 93.6 97.7 93.3 95.1 96.2 96.3 

TIME 
cA_9 887.72 539.42 1271.85 741.57 689.95 
cA_27 482.55 434.79 685.41 755.97 727.62 

ITERATION 
cA_9 43.5 31 88.5 35.75 43.5 
cA_27 26 26 52 37.75 40.75 

TME BOTH 0.02 
M BOTH 10 
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TABLE V 
OBTAINED CUMULATIVE TRAINING AND TESTING RESULTS FOR ALL DATA SETS IN PSO-NN SYSTEM 

NSR-APC NSR-SA NSR-VTI NSR-VTK NSR-AF 
Training Testing Training Testing Training Testing Training Testing Training Testing

MA-A 
cA_9 87.20 93.19 92.07 95.67 95.53 93.42 93.12 94.50 90.00 92.20 
cA_27 90.69 94.63 92.36 95.16 94.85 93.59 91.22 94.80 91.50 93.38 

R-A 
cA_9 98.13 100 98.14 98.13 97.08 94.38 94.17 96.88 97.32 100 
cA_27 95.83 100 98.75 98.75 96.86 94.32 96.29 98.31 98.80 100 

MS-A 
cA_9 95.06 98.93 97.04 98.09 97.21 95.14 94.23 97.33 96.90 98.85 
cA_27 95.67 99.22 96.80 98.47 96.18 94.37 94.44 97.50 98.48 99.25 

RMS-A 
cA_9 80.73 91.26 84.37 93.54 83.47 88.11 80.12 86.57 82.80 89.93 
cA_27 79.72 91.51 85.22 90.12 82.37 90.89 83.98 87.72 88.29 91.54 

TIME 
cA_9 17.7 192.99 133.07 188.5 11.48 
cA_27 18.78 78.74 143.62 245.69 8.4 

ITERATION 
cA_9 12.75 67.25 59 87.75 8.25 
cA_27 13 30.75 64.75 107.5 7.25 

HLNN BOTH 3 
PN BOTH 50 
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