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Detecting and Tracking Vehicles in Airborne
Videos

Hsu-Yung Cheng and Chih-Chang Yu

Abstract—In this work, we present an automatic vehicle dedac
system for airborne videos using combined featu¥és.propose a
pixel-wise classification method for vehicle detestusing Dynamic
Bayesian Networks. In spite of performing pixel-vislassification,
relations among neighboring pixels in a region pmeserved in the
feature extraction process. The main novelty ofigstection scheme is
that the extracted combined features comprise nbt pixel-level
information but also region-level information. Afteards, tracking is
performed on the detected vehicles. Tracking iSopeed using
efficient Kalman filter with dynamic particle sammj. Experiments
were conducted on a wide variety of airborne vidéd'e do not
assume prior information of camera heights, oriéma and target
object sizes in the proposed framework. The restdésionstrate
flexibility and good generalization abilities oftiproposed method on
a challenging dataset.
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|. INTRODUCTION

DETECTING vehicles is an important part in airborne video

analysis. The challenges of vehicle detection ibane
videos include camera motions such as panningagtiland
rotation. In addition, airborne platforms at diffet heights
result in different sizes of target objects. Liraet[1] proposed
a method by subtracting background colors of esamé and
then refined vehicle candidate regions by enforceige
constraints of vehicles. However, they assumed ramy
parameters such as the largest and smallest $ivekioles, and
the height and focus of the airborne camera. Assgirtiiese
parameters as known priors might not be realisticraal
applications. In [2], the authors proposed a moviegicle
detection method based on cascade classifiersiga llumber
of positive and negative training samples needetedilected
for the training purpose. Also, multi-scale slidiwindows are
generated at the detection stage. The main distaty@of this
method is that there are a lot of miss detectiomsatated
vehicles. Such results are not surprising fronetkgeriences of
face detection using cascade classifiers. If omlythl faces are
trained, then faces with poses are easily missedf Baces with
poses are added as positive samples, the numissefalarms
would surge. Choi and Yang [3] proposed a vehigection
algorithm using the symmetric property of car stsape
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However, this cue is prone to false detections sash
symmetrical details of buildings or road markingserefore,
they applied a log-polar histogram shape descriptoerify the
shape of the candidates. Unfortunately, the shageriptor is
designed to be obtained from a fixed vehicle moadeking the
algorithm inflexible. Moreover, the algorithm in][8elied on
mean-shift clustering algorithm for image color megtation.
The major drawback is that a vehicle tends to Iparsged as
many regions since car roofs and windshields uguzive
different colors. The high computational complexitf
mean-shift segmentation algorithm is another cancer
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In this work, we design a vehicle detection framewiat
preserves the advantages of the existing worksagouls their
drawbacks. The contribution of the proposed framkvisthat
the detection task is based on pixel-wise clasgifi.
However, the features are extracted in a neighlwathegion of
each pixel. Such design is more effective and iefiicthan
region-based [3] or multi-scale sliding window dgien
methods [2]. The proposed system framework isti#isd in
Fig. 1. In the training phase, we extract multiféatures
including local edge and corner features as welvelsicle
colors to train a Dynamic Bayesian Network (DBN). the
detection phase, we first perform background coémoval
similar to the process proposed in [1]. Afterwartfe same
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feature extraction procedure is performed as intthaing
phase. The extracted features serve as the evidemnaer the
unknown state of the trained DBN, which indicatdsether a
pixel belongs to a vehicle or not. Finally, posbgessing is
performed to eliminate objects that are imposdiblee vehicles
after morphological operations. The size and aspatid
constraints are applied in post processing. Howevee
constraints used here are very loose. The regtisfpper is
organized as follows. Section 2 explains the preddgature
extraction process. Section 3 elaborates the (exel
classification mechanism via DBN. Section explaitie
tracking process. Section 5 demonstrates and awljlze
experimental results. Section 6 concludes the paper

Il. FEATURE EXTRACTION

We combine local features and color features fdriole
detection. Local features include corners and edgés use
Harris corner detector [4] to detect corners. Tieckeedges, we
apply moment-preserving thresholding [5] methodctassical
Canny edge detector [6] to select thresholds adsptifor
different scenes. For color features, we transféfn G, B)
color components to (u,v) color domain proposed7ihto
separate vehicle colors from non-vehicle colorgatively. It
has been shown [7] in that vehicle colors and neimele colors
have less overlapping regions under the (u,v) colodel. The
color components are converted using Eq. (1) apdviiere
Z=(R+G+B)/3

,.22-G-B 1)
Z
v=Max{B_G,E} 2
Z Z

We use a support vector machine (SVM) to classifiyicle
colors and non-vehicle colors. When performing Sirddning

and classification, a block df*M pixels is taken as a sample.
is defined a
v__]. Notice that we do not perform vehicle

More specifically, each feature vector

[u.v,,....u

color classification via SVM for blocks that do remntain any
local features. Those blocks are taken as non-leeluiclor
areas.

The features are extracted in a neighborhood regfi@ach

pixel in our framework. Considering an NN neighborhood
A, of pixel p, we extract five types of features SECA, Z for

the pixel. These features serve as the observatiomder the
unknown state of a DBN, which will be elaboratedhe next
subsection. The first feature S denotes the peagentf pixels
in A, that are classified as vehicle colors by SVM d#dd in

Eqg. (3). Note thaty
A, that are classified as vehicle colors by SVM.

Vehiclecolor

S= NVehidecoIor

: 3)
N

The features C and E are defined in Eq. (4) and(&y.
respectively.

C:M ) (4

N2

(5)
Similarly, N, denotes to the number of pixelsmp that

are detected as corners by Harris corner deteatat,N edge

denotes the number of pixels mp that are detected as edges

by the enhanced Canny edge detector. The pixels attea
classified as vehicle colors are labeled as coedect
vehicle-color regions. The last two features A Zrate defined
as the aspect ratio and size of the connectedleetwtor region
where the pixel p resides.

Ill. DETECTION VIA CLASSIFICATION

We perform pixel-wise classification for vehicleteetion
using Dynamic Bayesian Networks [8]. The desigthefDBN
model is illustrated in Fig. 2. The nogeindicates if a pixel

belongs to a vehicle at time sliteThe state of;, is dependent
on the state 0\‘/[71. Also, at each time slice the statey, has

influences on the observation nod&sC,, E;, A, andZ. The
observations are assumed to be independent ofnatleea. The
definitions of these observations are explaineth@previous
sub-section. Discrete observation symbols are usedur
system. We use K-means to cluster each obsenvationhree
clusters, i.e. we use three discrete symbols fan ebservation
node. In the training stage, we obtain the cond@i@robability
tables of the DBN model by providing the groundhrabeling
of each pixel and its corresponding observed featdrom
several training videos. In the detection phasggeBian rule is
used to obtain the probability that a pixel belotuga vehicle, as
shown in Eq. (6).
PV 1S.C.ELAZ V)
=PV S PV IC PV IEPY [APWIZ)PV, Vi) PMV.)

OO OOEO®

Fig. 2 DBN model for pixel-wise classification

(6)

The proposed vehicle detection framework can atdizeu
Bayesian Network (BN) to classify a pixel as a we&hior
non-vehicle pixel. When performing vehicle detectising BN,
the structure of the BN is set as one time slicd@DBN model.
We will compare the detection results using BN B&N in the

denotes to the number of pixels innext section.

IV. TRACKING PROCESS
For a vehicle detected, the system initializesyttem state
X =[u, v u, v, a b1 and an appearance mod;t;l for it.
Commonly used appearance models are color valugkeof

fitted ellipse (color matrices), and compact sunipadion of
color distribution such as histograms or mixturé&safussians.

632



International Journal of Information, Control and Computer Sciences
ISSN: 2517-9942
Vol:6, No:5, 2012

The positionu, , v, ) is coordinate of the centroid of an object
in the image plane. The velocitigs andy, are initialized as
zeros. The sizqak, b)are the length of the major axis and th

minor axis of the ellipse fitted on the vehicle €lieasurement
state is defined ag, =[u, v, a, bk]T. After Kalman Filter

prediction, particles are generated if necessaryst,F
Nprandom samples are generated in the four-tuple sfzce

,,V,,a,,b,) around the poing
andb,, ,
of the target object at frame k. Then, eac

ki-1 Ok k-1 ékk—l’ bk|k—1) » where

Ugerr Vi Qper are obtained from the predicted

system stateg,, ,

wﬁ ,ﬁ ,
particle is associated with a weight. Finally, mes with (b)
higher weights are put into the measurement catelitist. Fig. 4 Detection results using (a) BN and (b) DBN.
After obtaining the measurements in the measureozemidate
list, we utilize an enhanced probabilistic dataoa&gion to
update our filter. The details of particle samplargl enhanced
probabilistic data association can be found in [B0].

V. EXPERIMENTS

Various video sequences with different scenes dfferent
filming altitudes are used. It is infeasible to wawe prior
information of camera heights and target objeceéssifor our
challenging dataset. There are total 225025 framib® dataset.
When calculating the detection accuracy, we perform
evaluation every 100 frames. When employing SVM,need
to select the block sizexm to form a sample. We take each 3

x 4 block to form a feature vector for better datectresults.

For the observed feature of dynamic Bayesian nédtsyoio
select the size of the neighborhood area for feagutraction,
we plot the detection accuracy using different hbarhood
sizes in Fig. 3. The detection accuracy is meakhyethe hit
rate and number of false positives per frame. Weatzsserve

that the neighborhood aera, with size of &7 yields the best
detection accuracy.

Hit Rate Number of False Positives per Frame
100 0.6
90
80

0.5

70 04

50 03
a0 02 Fig. 5 Detection results of different scenes wihious camera heights
and angles: (a) Original image frames (b) Deteutddcles

0.1

0 0

o —_ d:_**’ T T e In Fig.5, we show selected detection results ofellance
Fig. 3 Hit rates and number of false positivesfpme for different ~ SCENEs at different camera heights gnd gngle$ﬁbe and the
neighbor sizes orientation of the vehicles vary a lot in differexatenes. We can
observe that the experimental results demonsteatibility and
In Fig. 4 we display the detection results using@My. 4 () 90od generalization abilities of the proposed methBor
and DBN (Fig. 4 (b)). The colored pixels are theoithat are tracking experiments, we perform detection evesgénds and
classified as vehicle pixels by BN or DBN. Themkes are the use the tracking algorithm to track the detectekiocles. The
final vehicle detection results after performingpprocessing. tracking accuracy is 96.52%.
DBN outperforms BN because it includes informataiong

time. When observing detection results of conseeutiames, VI. CONCLUSION
ggbilaso notice that the detection results via DBN more  a, 5y tomatic vehicle detection system for airboieos

using combined features is proposed in this work. a¥nsider
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features including vehicle colors and local feasufeor vehicle
color extraction, we utilize a color transform &parate vehicle
colors and non-vehicle colors effectively. We useri$ corner
detector to detect corners. For edges, we apply
moment-preserving thresholding method on class@ahny
edge detector to select thresholds adaptivelyiffardnt scenes.
In this system, we escape from the stereotype aistireg
frameworks of vehicle detection in aerial surveitia which are
either region-based or sliding window-based. We rdu
perform region-based classification, which wouldghty
depend on computational intensive color segmemtatio
algorithms such as mean-shift. We do not generaié-stale
sliding windows that are not suitable for detectirmgated
vehicles, either. We design a pixel-wise classifica method
for vehicle detection. The novelty lies in that @pite of
performing pixel-wise classification, relations amgo
neighboring pixels in a region are preserved in ficegture
extraction process. The system does not assumepaory
information of camera heights, vehicle sizes, aspkat ratios.
Performing vehicle tracking on the detected vebidigrther
stabilizes the detection results. Tracking via dyitaparticle
sampling is effective on the detected vehicles.
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