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Abstract—The performance of state of the art worldwide telecom-
munication networks strongly depends on the efficiency of the applied
routing mechanism. Game theoretical approaches to this problem
offer new solutions. In this paper a new continuous network routing
model is defined to describe data transfer in fixed telecommunication
networks of multiple hosts. The nodes of the network correspond
to routers whose latency is assumed to be traffic dependent. We
propose that the whole traffic of the network can be decomposed to
a finite number of tasks, which belong to various hosts. To describe
the different latency-sensitivity, utility functions are defined for each
task. The model is used to compare router and host intelligent types of
routing methods, corresponding to various data transfer protocols. We
analyze host intelligent routing as a transferable utility cooperative
game with externalities. The main aim of the paper is to provide
a framework in which the efficiency of various routing algorithms
can be compared and the transferable utility game arising in the
cooperative case can be analyzed.

Keywords—Routing, Telecommunication networks, Performance
evaluation, Cooperative game theory, Partition function form games

[. INTRODUCTION

Routing is the most important networking layer function
in worldwide packed-switched telecommunication networks
[1]. It guaranties that packets containing payload information
are driven from a source node to a destination node. Al-
though routing methods face various and sometimes different
challenges in fixed and wireless networks there are several
measures which allows evaluating them. These are: reliabil-
ity, stability (scalability), fairness, optimality and complexity.
Reliable routing protocols are able to manage changes in the
network topology (independently whether they emerge as a
consequence of errors or they are intentional reconfigurations)
while scalable protocols can handle changes in the number
of customers or equivalently in the volume of traffic load.
Fairness supports network management that users expecting
different Quality of Service (QoS) parameters will be satisfied.
For example, more delay-sensitive traffic can be directed over
shorter routes. Optimality is responsible for using the network
resources efficiently. This is often contradictory to complexity
because typically more sophisticated algorithms are needed to
achieve better efficiency.

Routing algorithms can be categorized according to several
routing strategies. Non-adaptive (static) routing algorithms do
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not take into account the status of the network, the route is cal-
culated in advance (e.g. PSTN). Adaptive (dynamic) solutions
adjust the routes in compliance with the network topology and
status (e.g. ATM). Alternate and multi-path routing methods
use more than one route between the source and destination
nodes. In the former case the best route is selected according to
the decision rule while methods belonging to the latter family
exploit more than one one route at the same time to deliver
packets of a certain connection (e.g. IP).

The wired and wireless environment lay down different
conditions to routing protocols. First of all wireless links
are less reliable than fixed ones because of the interference
and fading effects. Nowadays the amount of customers who
access networks over wireless links is continuously increasing
(WIFI, WIMAX, HSxPA, LTE, etc.). Moreover, smart me-
tering and ad hoc networks in home automation or assisted
living become more and more popular. These type of fully
or almost fully wireless systems consist of nodes which are
connected to one another via wireless links. Routing in such
networks is either table-driven or source-driven. Table-driven
networks periodically update the routing tables in the nodes
introducing huge traffic overhead and in case of large networks
certain inconsistency in exchange for fast payload packet
delivery. Source-driven solutions first discover routes between
the source and destination nodes and maintain them during
the lifetime of the connection. Here the overhead appears in
the form of delay which might be fruitful if the network is
not stable. In practice hybrid solutions fitted to the application
scenario are used. Nature inspired routing algorithms for fixed
telecommunication networks are reviewed in [2].

While the literature of game theoretic approach of network-
ing telecommunication problems is quite rich [3], cooperative
approaches usually use the Nash Bargaining concept [4],
and focus on bandwidth sharing [5], [6], [7], [8] or traffic
control [9], [10] in this context. The paper [11] considers
Stackelberg equilibria in the case of flow control as well.
Network formation problems have been studied in [12], [13],
[14], while coalitional approaches in telecommunication and
wireless networks including cognitive radio network applica-
tions are addressed in the papers [15], [16], [17], [18], [19]

In this article it is assumed that the whole traffic of the
analyzed network is originating from a finite number of hosts.
In other word, any component of the traffic can be identified as
a part of delivery (or routing) task of one of the distinguished
hosts. This assumption can be considered as neglecting any
other traffic in the network, which can be relevant in the case
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of e.g. HD video streaming services, or high speed downloads
requiring high bandwidth rates compared to which other traffic
of the network can be considered insignificant. In addition this
assumption can be relaxed and as we will see the proposed
model is able to take into account traffic as well which can
not be influenced by the distinguished hosts.

Furthermore, we assume that the data which has to be
sent through the network can be divided to infintesimal parts,
therefore we use a continuous model. We will use the term
packet as a synonym for such an arbitrary small part of a flow
corresponding to a certain routing task.

To distinguish between more and less delay critical delivery
tasks according to quality of service (QoS) considerations,
utility functions are assigned to each delivery task. The utility
functions assign a utility value to the total latency cost of
a certain routing task. The most simple interpretation of the
utility functions is that they describe the willingness of the
clients to pay for a certain QoS regarding the corresponding
routing task to the hosts. Since cooperating players (hosts)
may easily redistribute the wealth gained such way between
themselves, the transferable utility assumption is straightfor-
wardly validated in the cooperative case. This implies that in
this case it makes sense to analyze the stability of the resulting
cooperative game regarding the various payoffs.

We analyze two routing approaches. The router intelligent
algorithm assumes an IP like routing, where packets hold
information only about their destination, and the determination
of flows is performed by the routers. In this case a simple
adaptive congestion management algorithm is carried out by
the routers to optimize the network loads.

The host intelligent algorithm assumes that hosts determine
the explicit route for their data deliveries in order to maximize
their overall utility. In the case of host intelligent routing,
various predictive routing strategies and levels of cooperation
among hosts are analyzed. While the router intelligent case
can be analyzed as a distributed optimization problem, in
which routers are about to distribute their inbound traffic in
order to meet the latency constraints defined on their outbound
links, the host intelligent method case can be described as a
transferable utility cooperative game. Since in this game coop-
eration may also affect outsiders not taking part in a coalition,
externalities may arise, thus the game can be described in
partition function form.

II. MATERIALS AND METHODS

Definition 1 A network routing problem D = (N,I', A, U) is
a 4-tuple consisting of a player set N, a network T, a set of
delivery tasks A\, and a set of utility functions U. A network T’
is a two-tuple (G, 1), represented by a directed graph G(V, E),
and a set of edge latency functions | = {l.|e € E}. A delivery
task 6 = (r,s,t) € Ry x V x V is described by a quantity
and two nodes (a source and sink respectively). To each player
j € N K’ delivery tasks and utility functions are assigned
81 = UK 690, 59 = {(rPF, 500 100)}, wd = URL | {udt).

We denote the flow of player j corresponding to task ¢ on
edge (or link) e with f2%, the total flow on edge e with f. and
the set of flows with F. We say that F satisfies the network

routing problem D if F € RIZl can be decomposed to N
disjoint f7 player flows, each of which can be decomposed
into k7 disjoint f7 task flows corresponding to the delivery
tasks of player j. The task flow f7¢ is composed of a finite
number of flows on partially disjoint directed paths connecting
s7% to t9' and their overall value is 7. An algorithm
assigning a set of flows to I' satisfying the network routing
problem will be called a routing method. The routing method
o will describe whether host intelligent or router intelligent
algorithm is applied, furthermore in the case of host intelligent
algorithms, it will describe the level of cooperation and the

routing strategy applied by the hosts.

It is commonly accepted to make some constrains on the
latency functions, such as non-negativity, differentiability and
non-decreasingness. The resulting latency cost corresponding
to task ¢ of player j can be calculated as

A= l(F) - M

ecE
where f7'* denotes the flow corresponding to task 4 of player
7 on edge e. The flow of a certain edge can be calculated as

N kj
fe=2_ 312
=1 i=1

The resulting utility value of player j denoted by wu(j) can be
calculated as

kj
u(j) =Y u(d) @)
=1

where u/* is the non-increasing utility function of the task
6770,

If we would like to have some measure about the ’physical’
efficiency of the network, independent of the utility functions
we may want to use the total latency cost of the network, which
is the sum of the total latency cost of the players, which in
turn can be calculated as the sum of the task latency costs
defined by equation 1.

=3 Z o 3)

In reality, in the case of hard wired networks, packets
suffer significant latency only at the routers. In the proposed
model however, this latency is allocated on the edges. This
assumption can be considered as inbound registers realizing
the node-latency. The edge-latency in the proposed model, in
contrast to traditional routing models [20], [21], [22], does
not only depend on the traffic on the actual edge but also
on the traffic on the other inward edges of the endnote of
the actual edge (which represents the next router in the path).
From this point of view the proposed model can be regarded as
a generalization of the one presented in [20]. Furthermore, we
will assume, that the edge latency is equal on each inward edge
of a node, namely the latency function of the corresponding
node. We will denote the latency function of node k by Lj
where ¢ € V. The latency functions of the edges can be defined
as: l. = Ly, iff the edge e is an inbound edge of node k. The
network model used in this article does not deal with explicit
capacity constraints on links, however latency functions may
be defined in a way which assigns extreme high values to
traffic levels above a certain threshold.
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A. Router intelligent method

In the case of the router intelligent method, we will assume,
that every packet holds only information about its destination
node. Furthermore we assume that each node (router) in the
network has its own lookup table, which determines for every
unit of inbound traffic (from a certain host corresponding to a
certain delivery task) that how much of it will be forwarded on
a certain outward edge. In other words, multi-path routing is
assumed since the routers may distribute the incoming traffic
of a delivery task on the outgoing paths. w?* denotes the
ratio of the traffic forwarded from node v on edge e if the

destination is .
> upt =1

ecEY),

out

where EY. denotes the set of outward edges of node v on
which the destination ¢ is reachable. Clearly, the progression
of this algorithm on the nodes until each flow reaches its
destination is a routing method.

A simple approach regarding the determination of the
lookup tables of the nodes is the shortest path method. In
this case every packet is forwarded on the shortest path to its
destination. Formally, w?? > 0 only for the edges belonging
to the shortest paths. In contrast to [12], where the shortest path
algorithm routes only on one edge, defined by a lexicographic
ordering, in our case if the shortest path is not unique the
traffic will be divided equally amongst the shortest paths. Since
shortest path routing does not take any information about the
latency levels into account, it may easily result in congestion
and high latency values.

Congestion management in the case of the router intelligent
method will be carried out via the iterative modification of
the lookup tables based on local congestion management
approach. The initial routing configuration is determined by
the shortest path approach, which is followed by the iterative
application of the following method. We assume that every
router detects the latency on its outward edges, and if this
latency exceeds a certain value (I;) on edge f, it decreases
the corresponding w;’d with a predefined 7, and increases the

w?? parameters for all other e € EY:4 by n/(|[ELS| —1). It is
possible that even decreasing the traffic on a certain edge to 0
is not enough to reach the predefined edge latency (since the
edge latency does depend also on other traffic factors which
can not be affect by the actual router). As a simplest approach
in this paper we assume that edge latencies are defined in such
a way that this does not happen.

The simplest approach is to assume that [; = [ Vi, in other
words to assume a universal maximal edge delay.

In this article we assume that in the case of the given
networks and delivery tasks this algorithm always stops (which
means that the latency constraints are feasible).

B. Host intelligent method

In the case of the host intelligent method, we will assume
that every packet holds the information describing its complete
route. Furthermore it is assumed that every host is aware of the
network structure and of the routers characteristics. Hosts may

behave competitively or cooperate regarding the determination
of their routing paths. We will call the cooperating disjoint
subsets of players (hosts) coalitions. The key assumption
is that as a coalition of hosts cooperate, they design the
routing for their deliveries to maximize their overall utility.
As the latencies of the network do depend on the traffic, as
the resulting traffic changes, changes in latency also affect
other players, not taking part in the cooperation implying
externalities. This type of game can be described by the
partition function form [23]. The partition function is explicitly
defined via the utility functions. In the host intelligent case,
and the arising transferable utility (TU) game is analyzed,
while the utilities resulting from the router intelligent case
will serve as reference values.

1) Routing strategies: Players and coalitions may route
their delivery according to different possible strategies. These
are shortly described below, and demonstrated in section III.
The expression 'routing strategy’ is interpreted in a wide sense,
including information and beliefs about other players. The zero
order strategy assumes that the players have no information
about each other while in other cases the delivery tasks are
common knowledge. The strategies presented here are pure
in the sense that players may route their deliveries in several
different paths in the same time but they do it with probability
1.

Let us introduce some notations.The load of edge e with
respect to agent j is the traffic that goes through the edge not
counting /. We denote this by A, formally A = 3=, ., fF =
fo — fI. Similarly A5 = Dkgs fe = fe— f5. The expected
load of edge e with respect to coalition S is the flow that goes
through e not counting f~ according to the current knowledge
of S (which depends on the coalition structure and o). We
denote this by A7

Zero order strategy: This "dummy" strategy assumes
that all coalitions neglect the activity of others, and route
their deliveries in a way, which is optimal when no other
traffic appears on the network. This strategy assumes that non-
cooperating players/coalitions have no information of each
others routing tasks. In other words A5 = 0 for each edge
e € F and for each coalition S C N.

First order predictive (FOPS) and n-th order predictive
(nOPS) strategy: We define the first order predictive strategy
as follows. Every coalition expects the remaining coalitions to
route their deliveries according to the zero order strategy, and
minimizes his routing costs according to this. This strategy
assumes that the coalitions are aware of the other participants
delivery contracts.

Let us denote the resulting flow of edge e in the zero order
routing by f.(cq). In this case \° = f.(00) — f5(00). In
the second order predictive strategy all coalitions assume that
the remaining ones will route their delivery according to the
FOPS etc.

Routing under Nash-equilibrium: We will call a routing
configuration a Nash-equilibrium (NE), if no player is able
to improve his routing, assuming that other players do not
change theirs. Formally, let A be an algorithm that computes
a NE for a given routing problem D. Furthermore let o(A) be
the routing strategy that routes the delivery tasks as in the NE
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computed by A. Then D(N,I",A,0(A)) is a delivery game.
Note that the strategy of S is naturally equivalent to the set
of flows of S, namely f%.

2) Basic properties of predictive strategies: The predictive
technique is an elemental way to strategically approach a game
theoretical problem. The most difficult part is to guess the
depth of reasoning of the other players. A fair assumption is
that the players think that they go at least one step further than
the others. Here we only analyze the case when the depth of
reasoning is the same for all players and coalitions, and every
actor thinks that the other players take one step less in the
reasoning process. It is easy to see that if the n-th and the
n+1-th order predictive strategies coincide, it means that the
resulting routing is a Nash-equilibrium.

ITII. RESULTS

A. The example routing problem

In this section we demonstrate the results of different
routing methods on a simple example network (Network 1
is depicted in Fig. 1).

@el ‘@

CH A €9 || €10
a\ (s
2 > 5 > 8>
O e N & L
€11) | €12
€g
A
OO b
€3
Fig. 1. Topology of network 1 and the indexing of nodes and edges.

Let us define the following routing tasks. §'! = (3,1,8),
% =(2,2,9), 622 = (3,2,9) and 63! = (3,3, 7). The latency
functions of the nodes are described by equations 4.

Ly = 02+03(f1+ fe)

Ls = 15+ 0.2(f2 + fg)

Le = 05+0.2f3

L; = 0.1+ 04(f4 + flO)

Ls = 0.5(fr + fo+ fi2)

Ly = 04+04(fs+ fu1) @

Let us note that the flows in the linear expressions of (4) are
interchangeable in the case of this example. This refers to the
assumption that the delay of a router depends only on the total
amount of the incoming traffic, and not on its distribution on
the incoming lines.

In this article we consider piecewise linear utility functions,
which are monotone decreasing with the latency cost of the

actual delivery task.

1,1 1,1 1,1 1,1
= my ¢’ +aj

u
2,1 2,1 2,1 2,1
u = miy ¢ +ay
2,2 2,222 | 22 ., 22 _ 22
u”” = myTeT +ay if "<t
2,2 2,2 22 | 22 .. 22 ,22
ut = my ¢ 4 a5 if <>t
3,1 _ 3,1 3,1 3,1
u = my ¢’ +aj 5)

where u/¢ denotes the utility of player j corresponding to
task ¢ as the function of ¢/* (m}" < 0 Vi,j,k). As defined
in 2, the total utility of the players is simply the sum of the
utility values regarding the various tasks. The parameters are
as follows.

mpt=-02 ap'=6 mdP'=-025 a}'=5
m>® =—-025 a>° =837 m3®=—-0.75
ay?=21125 mP'=-01 oP'=1 t** =255

In reality, the QoS requirements often result in threshold
type utility functions (eg. the client only pays for a certain
service, if the delay is below a predefined limit). These
step functions can also be approximated by piecewise linear
functions, which are more beneficial regarding optimization
procedures.

B. Router intelligent method

The initial flows and edge delays defined by the shortest
path approach in the case of network 1 are depicted in Fig. 2.

Fig. 2. Initial flows and edge delays of network 1 assuming router intelligent
method.

First, let us recall that since the routers have no information
about the utility functions, the router intelligent algorithm is
modifying the network flows only in order to decrease the
load on the edges on which the latency exceeds the values
predefined in I.. However, as we will see, the appropriate
choice of I, may significantly reduce the players overall
latency cost.

We will examine three cases in the router intelligent method.
In the first two cases, a universal [ is assumed for all edges,
while in the third case, . is different for each e € E. If we
use an universal /, the lowest value at which the local adaptive
congestion management algorithm described in section I1I-B

assuming 7 = 0.01 converges is [ = 3.1.
« In the first case we assume a slightly conservative guess
of the optimal value, and use | = 1.05ngt = 3.35. To
demonstrate the local adaptive congestion management
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algorithm, Table I and II shows the evolution of flows,
edge delays and the resulting latency costs of the play-
ers respectively. The overall social cost (CTV) is 96
at the end of the iteration. If we calculate the utility
values for the players, we get [U(1) U(2) U(3)] =
[1.09 1.57 1.32]

o If we consider I = 3.1, we get the results CT = 95.84

and the utility values [1.1 1.61 1.33].
« We may consider the optimization problem in which we

are looking for the vector I, which minimizes C”
under the constraint that the local congestion management

algorithm should converge. The result for this C7TV-
optimal [, is

[4.46 3.58 2.06 2.21 4.59 3.22 2.72 3.40 3.2 3.51 4.75 3.88]

which results in CTN = 94.64. The resulting utilities of the players
in this case are 1.24, 1.77 and 1.34 respectively.

lIteration | f1 | fo | f3 | fa f5 fe
0 3 5 3 3 4 4
1 3 5 3 3.03 | 4.05 | 4.08
2 3 5 3 3.06 | 4.1 4.16
3 3 5 3 3.09 | 415 | 424
4 3 5 3 312 | 42 | 432
Tteration | f7 | fs | fo | fio | fu1 | fi2
0 4 3 1.5 1.5 2.5 1.5
1 3.92 3 1.5 | 1.47 | 245 1.5
2 3.84 3 1.5 | 1.4 2.4 1.5
3 3.76 3 1.5 | 141 | 235 1.5
4 3.68 3 1.5 | 1.38 2.3 1.5
Tteration I lo I3 N l5 l
0 2.3 31 | .1 |19 ] 3 2.3
1 232 | 3.1 | 1.1 19 3 | 232
2 235 |31 | 11| 19| 3| 235
3 237 | 3.1 | 1.1 19| 3 | 237
4 24 31 (1.1 |19 ] 3 24
Iteration l7 I lg l1o l11 112
0 35 3.1 35 1.9 3 35
1 346 | 3.1 | 346 | 1.9 3 3.46
2 342 | 3.1 | 342 | 19 3 342
3 338 | 3.1 | 338 | 1.9 3 3.38
4 334 | 3.1 | 334 | 19 3 3.34
TABLE I

EVOLUTION OF FLOWS AND EDGE LATENCIES IN NETWORK 1 DURING THE
ITERATIONS OF THE LOCAL ADAPTIVE CONGESTION MANAGEMENT
ALGORITHM IN THE CASE OF ROUTER INTELLIGENT ALGORITHM AND

I =3.35.
Iteration cbT T 22 ST CcTN
1 24.7 17.96 | 26.94 | 26.94 | 96.55
2 24.65 | 17.93 | 26.89 | 26.89 | 96.35
3 24.61 | 17.89 | 26.84 | 26.84 | 96.17
4 2456 | 17.86 | 26.79 | 26.79 96

TABLE II
EVOLUTION OF TASK LATENCY COSTS IN THE CASE OF NETWORK 1
DURING THE ITERATIONS OF THE LOCAL ADAPTIVE CONGESTION
MANAGEMENT ALGORITHM IN THE CASE OF ROUTER INTELLIGENT
ALGORITHM AND [ = 3.35.

If we compare the reference cases of the router intelligent
method, we can see that although the local adaptive congestion
management algorithm does not takes the utility functions
explicitly into account, as an indirect effect, through the

decrease of edge latencies and latency costs, the values of
the utility functions are increased. Although this may be
considered as a typical case, a counterexample may be easily
constructed. For example, since the optimization is carried out
to minimize CTY, it is possible that the total latency cost of
a certain player increases as C*V is decreased.

C. Host intelligent method

In this case, the hosts are about to maximize their utility
assuming different cooperation structures and strategies. Coop-
erating players maximize the sum of their utilities. To describe
the data routing of the hosts, we define the so called routing
variables. In the case of Network 1, player one, who has only
one delivery task, to transfer 3 units from node 1 to node 8,
has two alternative paths namely P =1-4—-9—-8and
P =1- 4 —-7-8. ml ! will descrrbe the amount of data
routed on P (the remaining will be routed via P211).

Player 2 has two delivery task, in the case of this simple
example with the same source and destmatlon xl ! describes
the amount of his first task routed on P t—9_5-8-09,
xg’l corresponds to the path P =2—-5—4—-9 and the
rest is routed via P2 L=9— 5 — 4 —7—8—29. Similarly,
regarding his second task ac5 describes the amount of his
ﬁrst task routed on P1 =Py n T4 o corresponds to the path
P P ! and the rest 1s routed via P P A

Regardmg player 3, 951 ! describes the amount of his first
task routed on P;” T=3-6-5-4-71, x2 ' corresponds
tothepathP?31 —3—6—5—4 9 — 8 — 7 and the rest is
routed via P =3—-6—-5—-8—17.

To demonstrate how the routing variables, task latency
costs and utilities change while the predictive strategies of
increasing converge to a NE, we provide the detailed results
in the case of the all singleton partitions.

The evolution of routing variables, task latency costs and
the players utility values are summarized in Tables III, IV and
V respectively.

{1}, {2}, {3}
> T [ o2 [ a2 [ o [ o [ 31 | af
0 1. 31 075 | 1.25 | 1.25 | 1. 75 1.75 0
1 0.81 2 0 0 3 2.19 0
2 0.81 | 1.94 | 0.06 0 3 2.19 0
3 0.81 | 1.94 | 0.06 0 3 2.16 0
4 0.81 | 1.91 | 0.09 0 3 2.16 0
5 0.81 | 1.91 | 0.09 0 3 2.14 0
6 0.81 | 1.89 | 0.11 0 3 2.14 0
7 0.81 | 1.89 | 0.11 0 3 2.13 0
8 0.81 | 1.88 | 0.12 0 3 2.13 0
9 0.81 | 1.88 | 0.12 0 3 2.13 0
10 0.81 | 1.88 | 0.12 0 3 2.13 0
TABLE III

THE EVOLUTION OF ROUTING VARIABLES OF NETWORK 1 TOWARDS NEs
IN THE CASE OF THE HOST INTELLIGENT METHOD AS THE ORDER OF
STRATEGIES o 1S INCREASED IN THE CASE OF PARTITION {1}, {2}, {3}

If we compare Table V to the utility results of the router
intelligent case, we can see that the application of predictive
strategies implies higher utilities compared even to the best
router intelligent case. This coincides with our expectations,
since in the router intelligent case the delivery routes are
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{1}, {2}, {3}
o1 =T 22 P

2412 | 17.55 26.4 | 26.85 | 94.92
23.66 | 17.46 | 2544 | 273 93.86
23.62 | 17.39 | 255 | 27.31 | 93.82
23.64 | 17.42 | 2547 | 2731 | 93.84
23.62 | 17.38 | 255 | 27.32 | 93.82
23.63 17.4 | 2549 | 27.32 | 93.83
23.62 | 17.38 | 255 | 27.32 | 93.82
23.63 | 17.39 | 2549 | 27.32 | 93.83
23.62 | 17.38 | 255 | 27.32 | 93.82
23.62 | 17.38 | 255 | 27.32 | 93.82
2362 | 17.38 | 255 | 27.32 | 93.82

5\ooo\loxm4>w|\.)>—aoQ

TABLE IV
THE EVOLUTION OF TASK LATENCY COSTS OF NETWORK 1 TOWARDS NES
IN THE CASE OF THE HOST INTELLIGENT METHOD AS THE ORDER OF
STRATEGIES 0 IS INCREASED IN THE CASE OF PARTITION {1}, {2}, {3}.

{1}, {2}, {3}

w(l) | u(2) | u(3)
1.18 1.95 1.32
127 | 2.65 1.27
1.28 2.65 1.27
1.27 2.65 1.27
1.28 | 2.65 1.27
127 | 2.65 1.27
1.28 | 2.66 1.27
1.27 | 2.66 1.27
1.28 2.66 1.27
1.28 | 2.66 1.27
1.28 | 2.66 1.27

SOV U A WP —O(q

TABLE V
THE EVOLUTION OF THE PLAYERS UTILITY VALUES IN THE CASE OF
NETWORK 1, ALL-SINGLETON COALITIONS AND HOST INTELLIGENT
METHOD, AS THE ORDER OF PREDICTIVE STRATEGIES (o) IS INCREASED.

carried out based on information of the global structure and
characteristics of the network explicitly optimizing the utility
functions, while the adaptive congestion management method
of the router intelligent case uses only local information
and does not consider the form of the utility functions. The
resulting utilities in the case of other coalition structures can
be found in Appendix A. In the case of total cooperation
(the grand coalition in the terminology of game theory) the
utilities of the players will be as follows [u(1) u(2) u(3)] =
[1.14 3.25 1.09 ]. The total latency cost is CTV = 93.6
in this case. In the following we consider the Nash routing
in the case of the various coalitional structures, and analyze
the stability properties of the arising transferable utility PFF
game.

D. Stability

Before analyzing the stability properties of the arising game,
let us recall some basic notions of cooperative games [23]. A
cooperative game with transferable utility or simply a TU-
game is an ordered pair (IV,v) consisting of the player set
N ={1,2,...,n} and a characteristic function v : 2% — R
with v(#) = 0. The value v(S) is regarded as the worth of
coalition S. The members of S can achieve this value by coop-
erating regardless of how players outside the coalition react. In
a partition function form (PFF) game v(.S) depends also on the

partition to where S belongs [23]. Formally a partition function
form game is a pair (N, V) where V : 7 — (2¥ — R) is the
partition function which assigns characteristic functions (v) to
each partition 7 € II(N) (where II(IN) denotes the set of
partitions of N). For S € 7, the worth of V(S,7) denotes
the amount that the players in .S can guarantee themselves by
cooperating, when the coalition S is embedded in the partition
7. We call the pair w = (y,7) an outcome, where 7 € II(N)
is a partition and y = (y',...,y") € RY is a payoff vector
satisfying feasibility; ;¢ (geq) ¥y’ < V(S,7) for all S € 7.
Let us denote the the set of outcomes in (IV, V') by Q(N, V).

Analyzing the stability properties of a PFF TU game means
the determination of the set of stable outcomes. The basic
assumption regarding stability analysis is that the conditions
of individual and coalitional rationality have to hold after
the redistribution of coalitional vales in the case of a certain
coalition structure (outcome). If any player or coalition is
unsatisfied with his payoff, and thinks he can reach a higher
value by acting alone, he may deviate from the actual coalition
structure.

To analyze stability we use the concept of the recursive core
[24], [25], that allows the remaining, residual players in a PFF
game to freely react and form a core-stable partition before
the payoff of the deviating coalition is evaluated.

First we define the residual game over the set R C N.
TI(N) denotes the set of partitions of N. Assume R = N\ R
have formed 77 € II(R). Then the residual game (R, Vr.) is
the PFF game over the player set R with the partition function

given by Vi_(S,mr) = V(S,mr UTg).

Definition 2 (Recursive core [24]) For a single-player game
the recursive core is trivially defined. Now assume that the
core RC(N,V') has been defined for all games with |N| < k
players. For an |N|-player game an outcome (y, ) is dom-
inated if there exists a coalition Q) forming partition 7 and
an outcome (y, 7' Ung) € Q(N,V), such that yq > yq and
if RC(Q,Vyr) # @ then (yg,75) € RC(Q, V). The (re-
cursive) core RC(N,V) of (N, V) is the set of undominated
outcomes.

Based on the concept of the Recursive Core, a minimal
claim function can be defined, which describes the minimal
claim of each coalition in the corresponding PFF game reduced
to that coalition. This function, termed v in the following,
may be applied in the same spirit as a characteristic function,
since it assigns a unique value to each coalition, which they
can secure for themselves if they deviated, assuming that the
players of the residual game will form a stable partition. The
formal definition of v™*¢ is as follows.

Definition 3 Let us consider the residual game (S, Vy) over
the player set S defined by the partition function Vs(R, mg) =

V(R,m5 U S) where R € mg € II(S). Let us denote the
Recursive Core of the residual game by RC(S,Vs). The
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(pessimistic) minimal claim function v'™¢ can be defined as

ming __,«{Q(N, V)|(y, P) € RC(S, Vs)}

if RC(S,Vs)#0
v™e(S) =

ming- 41OV, V)}
if RC(S,Vs)=10
where v""°(S) is the minimal claim of coalition S.

With the help of the minimal claim function, a characteri-
zation of the Recursive Core can be given as follows.

Lemma III.1 The Recursive Core RC(N,V) of the game
(N, V) is a collection of Pareto efficient outcomes (y,m) €
Q(N,V), such that there is no coalition S with v"¢(S) >

Yies¥

In our case the partition function is defined by the utility
functions in a straightforward way. Let us take the NE routing,
which is practically equal to o = 10. In this case the partition
function V' will be given by Table VI.

partition (7) | values of coalitions (v(S))
11.121.03) 128, 2.66, 127
(121,13} 426, 1.17
(1,3),{2) 236, 0.91
(11,{2.3} 127, 3.73
{1,2,3} 5.48
TABLE VI

PARTITON FUNCTION IMPLIED BY THE UTILITY FUNCTIONS IN THE CASE
OF NASH ROUTING.

From the partition function given by given by Table VI, we
can derive the minimal claim function, described in Table VII

Coalition (§) | (vM(S))

0 128

2 2.66

(3) 1.17
(12} 426
{13} 2.36
{2,3} 3.73
(1,23 5.43

TABLE VII

MINIMAL CLAIM FUNCTION IMPLIED BY THE UTILITY FUNCTIONS IN THE
CASE OF NASH ROUTING.

It is trivial that the only partition which may be stable is the
grand coalition in our case, since the overall payoff here is the
highest. In general this will be true for all games arising from
this routing problem formulation, since any routing which
appears in the case of any other partition is also feasible in the
grand coalition. This shows that the total utility of the grand
coalition has to be at least as high as the total utility in any
other coalition structure.

The recursive core will be a convex polytope in the payoff
space depicted in Fig. 3.

Since the recursive core depends on the network, on the
routing tasks and on the utility functions as well, the existence
of stable partitions (and so the non-emptiness of the recursive

Fig. 3. The recursive core in the case of Nash routing. The payoff of player
3isy3 =548 —y1 —y2

core) is not a necessary property of the arising game. For
example, if we change only the utility function of the routing
task belonging to player 3 to parameters m:f’l = —0.4; and
a®! = 16 there will be no stable partitions in the arising
game, considering Nash routing. This phenomenon shows that
the transferable utility PFF games may serve as a useful
approach when one tries to determine which cooperations can
be mutually beneficial for the hosts.

IV. CONCLUSIONS

We have introduced a continuous model for network routing
which is capable to compare the efficiency of router intelligent
and host intelligent methods in terms of task latencies, total
latency cost and utility values.

It was presented that for the simple example network 1
predictive host intelligent algorithms may reduce the total
routing cost by 1-2%. However this small improvement in the
total latency cost may correspond to a significant increase in
the players’ utilities (eg. we can experience a 183% increase
in the utility of player 2). The utility functions of the various
tasks result in the reconfiguration of network flows, which
has no serious effect on the total latency costs, but guarantees
some kind of higher priority and minimal congestion for the
deliveries with high utility.

We have shown how to analyze the stability of the arising
transferable utility game in the case of the host intelligent
method, and demonstrated that scenarios can be found in
which no global mutual satisfaction is possible.

The above results were derived for a specific network
structure, where the possibilities of the hosts for the explicit
route design were limited. We suppose that the proposed
approach will give even more significant results if the network
is more complex, and problems arise which are avoidable with
intelligent routing design (e.g. bottleneck type shortest path
congestions).

APPENDIX A
A. Coalition structure {1,2},{3}

Only that many iterations are included, for which the
resulting utility values do change in the used precision.

1167



International Journal of Electrical, Electronic and Communication Sciences
ISSN: 2517-9438
Vol:7, No:9, 2013

{1.2}, {3}

o u(l) | u(2) | u(3)
[0 | 1.19 3.07 1.16
1 1.21 3.05 1.17
2 1.20 | 3.06 1.17
3 1.21 3.06 1.17
4 1.20 | 3.06 1.17
5 1.20 | 3.06 1.17
TABLE VIII

THE EVOLUTION OF THE PLAYERS UTILITY VALUES IN THE CASE OF
NETWORK 1, PARTITION {1, 2}, {3} AND HOST INTELLIGENT METHOD, AS
THE ORDER OF PREDICTIVE STRATEGIES (o) IS INCREASED.

B. Coalition structure {1,3},{2}

{1, 3}, {2}
u(l) [ u2) | u(3)
093 | 0.78 | 143
094 | 091 | 1.42
094 | 091 | 142

I\)'—‘O‘Q

TABLE IX
THE EVOLUTION OF THE PLAYERS UTILITY VALUES IN THE CASE OF
NETWORK 1, PARTITION {1, 3}, {2} AND HOST INTELLIGENT METHOD, AS
THE ORDER OF PREDICTIVE STRATEGIES (o) IS INCREASED.

C. Coalition structure {1},{2,3}

{1},{2,3}
[u) [ u®) [ u@)
LI8 | 194 | 13

1.27 | 245 1.29
1.27 | 245 1.29

mm»—ao‘q

TABLE X
THE EVOLUTION OF THE PLAYERS UTILITY VALUES IN THE CASE OF
NETWORK 1, PARTITION {1}, {2, 3} AND HOST INTELLIGENT METHOD, AS
THE ORDER OF PREDICTIVE STRATEGIES (o) 1S INCREASED.
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