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Abstract—General requirements for knowledge representation in 

the form of logic rules, applicable to design and control of industrial 
processes, are formulated. Characteristic behavior of decision trees 
(DTs) and rough sets theory (RST) in rules extraction from recorded 
data is discussed and illustrated with simple examples. The 
significance of the models’ drawbacks was evaluated, using 
simulated and industrial data sets. It is concluded that performance of 
DTs may be considerably poorer in several important aspects, 
compared to RST, particularly when not only a characterization of a 
problem is required, but also detailed and precise rules are needed, 
according to actual, specific problems to be solved. 
 

Keywords—Knowledge extraction, decision trees, rough sets 
theory, industrial processes.  

I. INTRODUCTION 
N recent years an increasing interest of data mining (DM) 
applications in industrial enterprises can be observed. Large 

amounts of collected data, related to designs, manufacturing 
processes, materials and equipment, can be potentially used 
for improvement of the quality and economics of production. 
A comprehensive and insightful characterization of the 
problems in manufacturing enterprises as well as the potential 
benefits from application of DM in this area is presented in 
[1]. Examples and general characteristics of problems related 
to the usage of data mining techniques and systems in 
manufacturing environment can be found in several review 
papers [2]–[4]. A substantial progress in development of 
complex DM systems for manufacturing organizations can be 
also observed [5]–[10].  

DM techniques can provide various types of information. 
Most frequently, methods of automated knowledge extraction 
from the recorded past data in the form of logic rules of the 
type: ‘IF (conditions) THEN (decision class)’ are utilized. 
Also another types of information may be important for 
industrial applications, such as relative significance of input 
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variables (usually process parameters) [11], prediction of 
continuous-type output (usually process results) as well as 
grouping (clustering) of variables.  

In principle, for extraction of logic rules from data, any 
classification system or model can be used. Typical learning 
algorithms include direct rule induction, decision trees (DT), 
naïve Bayesian classifier and algorithms based on the rough 
sets theory (RST). Detailed information on these methods can 
be found in [12] and the literature quoted there. Artificial 
neural networks have also been successfully utilized for logic 
rules extraction [13]–[16], often involving fuzzy numbers. 
This approach facilitates processing continuous-valued 
variables, handling uncertainties appearing in data and usage 
of linguistic variables. 

For manufacturing problems DTs are probably the most 
frequently used tools for rules extraction from data (e.g. [4], 
[9], [10], [17]–[19]), whereas the RST-based methods seem to 
be their newer alternative (e.g. [12], [20]–[22]). Both 
algorithms are relative simple, especially compared to neural 
or fuzzy-neural systems, and easy to interpret by users. Both 
of them treat the data in a natural way however, they are based 
on completely different principles and algorithms.  

The practical aspects of application of those tools are also 
different. The computation times of DT are generally short 
and the interpretation of rules obtained from DT can be 
facilitated by the graphical representation of the trees. The 
RST theory may require long computational times and may 
lead to much larger number of rules, compared to DT, if one 
seeks a detailed information from the knowledge system. It 
should be noticed, that whereas DT are widely spread both in 
handbooks and in commercially available DM software, the 
RST can be rather seldom found, except for scientific 
literature.  

Making a right choice of the rules extraction algorithm is 
important, particularly in construction of DM systems. 
However, there are very little comparative studies available, 
which could show the advantages and weakness of individual 
tools [12], [20]. The purpose of the present paper is to show 
important differences in performances of the two algorithms 
mentioned above, i.e. DT-based and RST-based, chiefly from 
the standpoint of industrial manufacturing processes.  
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The work presented in this paper consists of three main 
parts. First, the expectations and requirements for the 
knowledge rules systems which could be successively used in 
design and control of industrial manufacturing processes are 
formulated and characterized. Then the characteristic behavior 
of DT-type models is presented and compared to RST theory, 
using simple demonstration data sets. Finally, the significance 
of drawbacks of the DT models as rules extraction system is 
evaluated, using several simulated and real data sets.  

II. REQUIREMENTS FOR KNOWLEDGE RULES APPLICABLE FOR 
INDUSTRIAL PROCESSES 

General requirements for knowledge rules which could be 
useful in manufacturing industry are rather obvious and 
similar to those for other areas of applications.  

First, the rules should be reliable, which means that there is 
a real chance that application of a rule will bring the predicted 
result. This can be expressed by rules quality parameters, of 
which the most important are confidence (also known as 
consistency or precision) and support (also known as 
strength). Confidence is defined as a ratio of number of 
records with given combination of input values and the given 
output value to the number of records which have that 
combination of input values only. It estimates the probability, 
that application of input values appearing in the rule will give 
the result expressed by the rule’s output (decision class). 
Support, defined as the ratio of number of number of records 
with combination of input and output values appearing in a 
rule to the total number of records, reflects the breadth of 
observation basis of the rule.  

The second general requirement is that the rules should not 
be unnecessarily demanding, i.e. they do not comprise 
conditions which are not important, particularly redundant.  

The tools used for knowledge extraction are first of all 
oriented at generation of a set of rules which best characterize 
the problem, i.e. most reliable ones. However, in many 
industrial processes, particularly in manufacturing, some more 
specific requirements are relevant, related to design and 
development of new processes or control of currently running 
ones. Hence, typical questions to be answered by using the 
rules can be formulated as follows: 
• What are the most effective and reliable ways (i.e. process 

parameters - input values) to achieve an assumed result 
(class variable)? This is not the same as finding the most 
reliable rule set as the requested result may be included in 
the rules of minor quality only. 

• What will happen if we are not able to apply certain input 
values, i.e. what will we get if we use different ones? Do 
we still have a chance (and how big) to get the required 
result? 

• What will be predictions (and how reliable) in case some 
input variables cannot be specified, e.g. they may be out of 
control? 

• What are all alternative ways to achieve our goal? How 
reliable they are?  

It should be noticed that answering some of the above 
questions may result in necessity of predictions for 
combination of parameters (input variables values) which 
have never appeared in the past (i.e. are not present in the 
data). Users may be interested not only in obtaining a one-
time prediction for such input values but also in having a rule 
or rules with estimated quality parameters. 

The requirements for rules system and the knowledge 
extraction tools, suitable for manufacturing industry 
applications, are not only a consequence of the issues 
described above, but also the specificity of available data. 
Typically, the number of independent variables (i.e. problem 
dimensionality) is not large, it seldom exceeds 10. Number of 
available records can vary within broad ranges, from only a 
few to many thousands, especially when the automatic data 
acquisition system is utilized. The variables can be continuous 
or categorical. In the former case the discretization, necessary 
for some classification systems also for input variables, can be 
often done by the user, based on his/her experience and 
feeling. Typical industrial data are noisy which results in their 
inconsistency, i.e. an occurrence of different output variable 
values (decision classes) for an identical combination of input 
values, i.e. conditions in a rule. The other types of 
inconsistencies, which can be also found in real data, will be 
not considered here. Finally, strongly unbalanced 
representativeness of classes can be often observed, both for 
input and output variables. 

From the characteristics of industrial processes problems 
presented above the following requirements for rules systems 
seem to be essential or at least important:  
• The rules should make use of all information in data. This 

means, for example, that all output values (classes) must 
be represented. Even single cases can be valuable and 
therefore should be reflected in the rules system. 

• The rules should not contain redundant conditions as they 
can be misleading for the user. 

• It should be possible to find a rule ‘tailored’ to the user 
specifications, including combinations of input variables 
values which are not represented in the data. 

• Reliability of all rules should be evaluated, using the 
confidence and support as the primary parameters. 

III. CHARACTERISTIC BEHAVIOR OF DTS AND RST IN RULES 
EXTRACTION 

A structure of a DT model is uniquely defined by a set of 
the logic expressions, corresponding to the knowledge rules. 
The nature of DT models, based on recursive partitioning of 
the data records, results in a set of conditions, which may be 
different from the combinations of input variables in the 
training data records. Some of the combinations appearing in 
the data set may be absent in the tree and vice versa, also 
some sequences of conditions in the data may be abbreviated 
in the tree.  

The lack of some combinations of input values in DTs 
which are present in training data, may result in the rule 
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system in which some important rules are missing. Another 
consequence is that DTs can give wrong predictions for 
training data. In case of consistent data, this may be a result of 
improper tree structure, i.e. in which the given combination of 
input values (attributes) is connected with a class of the output 
variable which is different from that which appears in the 
data. Partly incorrect predictions may be a consequence of the 
fact, that DTs are able to give only one prediction for a given 
combination of input variables values. For noisy, inconsistent 
data it must always lead to a fraction of false predictions. 
Considering a DT as a knowledge rules system it means that 
for that type of data DTs must omit some rules, potentially 
also important for a user. In particular, those omitted rules can 
be the only ones which give a certain output. An illustrative 
example is given in Table I. Due to ambiguous output classes 
D appearing in the last four records, the DT has ignored the 
output class D = u, although its occurrence in the data was 
more frequent that D = r.  
 

TABLE I 
EXAMPLE OF DT FOR INCONSISTENT DATA 

A1 A2 D Comments 
Data set: 
b f r Present in rules, 1 record 
b g s  
c f s  
c g t Present in rules 
c g t Present in rules 
c g u Missing in rules, 1 of 2 records 
c g u Missing in rules, 1 of 2 records 
Rules: 
b f r  
b g s  
c f s  
c g t The only rule for these A1 and A2 

 
In contrast with DTs, RST theory is able to offer all 

possible rules resulting from the data, with specification of 
their confidence and other quality parameters.  

Rules obtained from DTs may include redundant conditions 
as the splitting variable used in the core must appear in all 
rules (generally, the splitting variable in a node must appear in 
all rules resulting from subsequent splits). In contrast, RST 
provides ‘fitted’ rules, i.e. without unnecessary conditions. 
That type of behavior of the both algorithms was commented 
in detail in [12]. The rules extracted by RST were described as 
‘more individualized’ and made the authors to chose RST for 
their application. 

In principle, both DTs and RST can offer predictions for 
combinations of input values absent in the data, however, they 
treat such cases in entirely different ways. Interrogation of 
DTs for such values may lead to one of the following results: 
(a) prediction which is a good reflection of the general 
dependencies in the training data, (b) prediction which is far 
from the expectations and (c) impossibility of the prediction, 
when the requested path does not exist in DT. Some DT 
induction algorithms provide mechanisms which may help in 
situations (c). 

The cases (a) and (b) mean that DT includes paths (leading 

to leaves) which, in principle, correspond to rules not 
supported by data. However, those logic expressions cannot 
be treated as valuable rules not only because they may not 
meet the actual user’s demands but also because the quality 
parameters of such rules cannot be specified. The confidence 
would be indeterminate (0/0) whereas the support would be 
equal to zero. 

RST-based algorithm will find a rule with reduced number 
of conditions, so that they include only those combinations of 
input values which appear in the data. This ‘substitute’, 
shorter rule has its confidence and support defined. However, 
it may result in obtaining predictions (rules) which are not 
expected. An illustrative example is given in Table II. 

 
TABLE II 

EXAMPLE OF RST RULE FOR NEW DATA 
A1 A2 D 

Training data set: 
1 1 1 
2 1 2 
1 2 2 
1 4 3 
3 2 3 
1 5 4 
4 2 4 
5 3 5 
2 4 4 

New data: 
2 3 3 

Matched (shorter) rule found from RST: 
 3 5 

 
The training data in Table II contains ordinal-type variables 

and was created by computing output values from the simple 
formula: D=A1+A2, for random values of inputs, followed by 
the normalization and categorization of the output. Thus, the 
expected class for the new input combination can be easily 
calculated. It can be seen that the RST-based algorithm has led 
to the result which is far from the expected one. 

IV. SIGNIFICANCE OF DRAWBACKS OF DTS AS RULES 
EXTRACTION SYSTEMS 

A. Methodology  
The significance of problems which may appear in 

application of DT models for rules extraction, was evaluated 
with a use of simulated and industrial data sets. The first type 
sets were obtained by assuming an analytical formula of the 
type Y=f(X1, X2, …), from which, for random values of 
continuous-type input variables X1, X2, …, the dependent 
continuous-type variable Y was calculated. Then a Gaussian-
type noise with maximum deviations ±20% was imposed on 
the input variables, and finally all the continuous values 
variables were converted to categorical ones assuming equal 
intervals method. Each of the simulated data sets had 1000 
records. Three numbers of the intervals for discretization were 
assumed: 3, 5 and 7, and two basic formulas were used: 
Y=X1+2·X2+3·X3+4·X4+5·X5 (Sim1 3cl, Sim1 5cl and Sim1 
7cl data sets) and Y=X1·X2+X3+X4+X5 (Sim2 3cl, Sim2 5cl 
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and Sim2 7cl data sets). The first group of data sets reflects 
the situation, where the input variables have highly 
differentiated effect on output whereas the second data sets is 
an example of interaction between two variables with overall 
significance equal to significances of the remaining variables. 
Similar situations often appear in practice. 

All the real (industrial) data sets concern foundry 
production. The Ind1 data set correlates chemical composition 
of ductile cast iron, defined by 5 main elements (Mn, Si, Cr, 
Ni and Cu) with its four grades, obtained as a result of the 
melting process, as the output class variable. The number of 
classes (categories) for all 5 input variables was assumed 
equal 5. The second type of industrial data (Ind2 3cl, Ind2 5cl 
and Ind2 7cl data sets) correlates chemical composition of the 
ductile cast iron, defined by 9 elements with its tensile 
strength (details can be found in [23]). 

Another type of industrial data were obtained as readouts 
from a semi-empirical nomograph which permits to calculate 
solidification shrinkage of grey cast iron as a function of four 
variables: carbon contents (5 different values – categories), 
sum of silicon and phosphorus content (4 values), casting 
modulus (4 values) and pouring temperature (4 values). In 
Ind3 data set the output was the iron shrinkage expressed by 7 
different levels (classes) and in the last two data sets the 
outputs were the decision concerning necessity and size of 
application of feeders to avoid shrinkage defects: in Ind4 data 
set the output Feeder had 2 classes (No and Yes) and in Ind5 
data set the output had 3 classes (No, Small and Large). Each 
of the last 3 data sets contained 190 records. Further details 
can be found in [24]. 

The requirements for rules and knowledge extraction tools 
formulated in Section II have brought about utilization of the 
procedures which ensured possibly the largest choice of rules 
available from the data, passing over possible overfitting of 
the models. Binary DTs were obtained using CART algorithm 
and MineSet commercial software package. Various splitting 
conditions, stopping criteria and pruning parameters were 
tried out. The smallest trees which ensured the smallest 
fraction of false predictions for training sets were chosen. RST 
procedure, oriented at generation of full set of rules, was 
written by the present authors with a somewhat similar 
approach as used in the Explore algorithm [25]. First, all the 
combinations of single input variables appearing in the data 
are placed in the rules (i.e. rules with only one conditions 
were generated) and their confidences are calculated. Then the 
further conditions are added, providing the confidence of a 
rule thus obtained is increased, compared to the rule with 
shorter conditional part.  

B. Results 
In Fig 1 the fractions of wrong predictions obtained from 

DTs for all consistent data subsets (i.e. all the discernible 
input values combinations pointing at one output value only) 
are shown, for all the training data sets. It can be observed that 
the fraction of wrong predictions for simulated data increases 
with the number of classes (categories) which can be 

attributed to a limited accuracy of DT models. The general 
level of false predictions for real data is much lower, 
compared to simulated data. An interpretation of this 
observation would require a deeper analysis of the data sets 
structures, e.g. representativeness of the classes of input and 
output variables.  
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Fig. 1 Average fractions of false predictions obtained from DTs 

for consistent data subsets (including single records) 
  
In Figs. 2 and 3 some statistical information obtained for 

inconsistent data subsets is shown. The ratios of the number of 
inconsistent data subsets to all subsets of the same input 
values, were fairly similar in all presented data sets (20% – 
30%). The fractions of false predictions also result from the 
distributions of the classes in the inconsistent data subsets. It 
is interesting to note that in several cases DTs have pointed at 
the decision classes which are not predominant for the given 
combination of input values. 

The results presented in Figs. 1, 2 and 3 indicate that the 
rules systems represented by DTs may be significantly 
incorrect for inconsistent data as well as for consistent data 
with variables large number of classes (categories) of 
variables. 

In Fig. 4 the fractions of rules included in DTs which are 
not supported by data are shown, exhibiting quite large values 
in several cases. 
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Fig. 2 Statistics of false predictions obtained from DTs for 
inconsistent data subsets for simulated data sets 
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Fig. 3 Statistics of false predictions obtained from DTs for 
inconsistent data subsets for industrial data sets (for Ind3, Ind4 and 
Ind5 no inconsistent subsets were found) 
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Fig. 4 Fractions of rules in DTs not supported by data 

 
In principle, this can be a positive feature of DTs as such 

rules may be desired by a user (see comments in Section II). 
However, the usefulness of such rules may be questionable. 
First, because they do not necessarily meet the user’s specific 
needs and second because their reliability, defined by 
confidence and support, is not determined, as pointed in 
Section III.  
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Fig. 5 Quantities of rules in DTs and obtained from RST – total 
and missing in DTs 

In Fig. 5 the numbers of rules absent in DTs, but extracted 
by RST, are presented, together with total numbers of rules in 
DTs and from RST. Note, that if a conditional part 
corresponding to a RST rule was found in a longer DT rule, 
then such rule was not qualified as ‘absent in DT’. 
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Fig. 6 Quality parameters of rules obtained from RST and omitted 

by DTs 
 

The average confidence and support values of the missing 
rules in DTs are shown in Fig. 6, together with those for the 
rules which are present in DTs. It can be seen that the missing 
rules may be valuable for a user as their confidences are 
relatively high and comparable with those for the rules 
included in DTs. It is worth noticing that for some of the 
simulated data sets, some of the missing rules had 100% 
confidence. The support values are generally low for both 
groups of rules, which is obviously a result of the nature of the 
data sets. However, the support values for rules absent in DTs 
are often higher then for the rules present in DTs which is 
probably a consequence of the fact that the rules from RST do 
not have redundant conditions. 

In Fig. 7 fractions of DT rules with redundant conditions 
are shown. Obviously, the RST rules taken as reference had 
this same confidence values. 
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Fig. 7 Fractions of rules in DTs with redundant conditions 

 
In Fig. 8 some characteristics of DT rules containing 
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redundant conditions (denoted as ‘oversized’) are presented 
with reference to the corresponding rules obtained from RST 
(denoted as ‘fitted’), for selected data sets. It can be seen that 
percent of redundant input variables in DT rules is high. The 
conclusion is that the presence of redundant conditions in 
rules obtained from DTs, being a result of the nature of that 
type models, may be their significant disadvantage. However, 
it is worth noticing that some DT induction algorithms, such 
as C4.5, contain a mechanism of dropping conditions that are 
irrelevant to the class, which may reduce the redundancies 
appearing in the rules. 
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Fig. 8 Characteristics of DT rules with redundant conditions 
(oversized) compared to the corresponding rules obtained from RST 
(fitted) 

 
Only very limited tests were made for predictions for new 

data, using Sim1 3cl data set and its 20 records representative 
subset. The results were substantially dependent on the 
selection of the new data. The results obtained for DTs for the 
cases where the predictions were available, appeared to be 
similar or significantly better for some selections of the new 
data, compared to RST, in spite of the fact that independent 
testing data were not used for pruning the trees. On the other 
hand, for several cases DTs were unable to give predictions 
for the desired new input values combinations, as mentioned 
in Section III. The relatively large fractions of false 
predictions for RST theory inclined present authors to treat 
this problem in a more detail in a separate work. 

V. CONCLUSION 
Decision trees have revealed several disadvantages as 

knowledge extraction tools for the applications where not only 
a characterization of a problem is required, but also detailed 
and precise rules are needed, according to actual, specific 
problems to be solved. For such applications rules obtainable 
from RST turned out to be generally better. However, an 
improvement of predictive capabilities of RST-based rules for 
new combinations of input values is needed.  

Although the present paper is focused on industrial 
processes, it can be expected that the obtained results can be 
useful also for other application areas.  
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