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Abstract—This paper describes a platform that faces the main
research areas for e-learning educationa contents. Reusability tackles
the possihility to use contents in different courses reducing costs and
exploiting available data from repositories. In our approach the
production of educational material is based on templates to reuse
learning objects. In terms of interoperability the main challenge lays
on reaching the audience through different platforms. E-learning
solution must track social consumption evolution where nowadays
lots of multimedia contents are accessed through the social networks.
Our work faces it by implementing a platform for generation of
multimedia presentations focused on the new paradigm related to
social media. The system produces videos-courses on top of web
standard SMIL (Synchronized Multimedia Integration Language)
ready to be published and shared. Regarding interfaces it is
mandatory to satisfy user needs and ease communication. To
overcome it the platform deploys virtual teachers that provide natura
interfaces while multimodal features remove barriers to pupils with
disabilities.

Keywor ds—Collaborative, multimedia e-learning, reusability,
SMIL, virtual teacher

|. INTRODUCTION

-LEARNING, also called web-based learning or online

learning, is presented as one of the formative strategies
that most efficiently can solve many educationa problems we
face. Problems like the student's geographic isolation from the
centers of knowledge or the need for continuous improvement
that the knowledge society requires. Furthermore, e-learning
can lead to lower economic and time cost. Thanks to these two
main reasons this type of educations is becoming an important
aternative to classroom learning. Getting into the subject we
can see that there are two e-learning types, synchronous and
asynchronous:

For Synchronous e-learning, teachers and remote students
are simultaneoudly in the learning event. Hence, this event
happensin real-time.

On the contrary, asynchronous e-learning does not require
simultaneous participation of learners and instructors but
refers to a situation in which a learning event does not take
place in rea-time. Teachers create learning lessons and
publish them in the web, so that the students could accedeto it
whenever they can.
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This type of e-learning is the purpose of the project because
it is more open learning than synchronous and represents more
clearly the main intention of time saving and flexibility for
students. In the learning process the most effective learning
technique is immersive learning. To get an immersive
environment there are different options, one of them is
animated characters [1]. The characters and their voice,
content and appearance create an experience that both engages
and enhances the learning process.

In a world where the education is given by different
teachers, it is very important to blend in a broad platform the
possibility of working in groups. Moreover, a collaborative
work enriches the content of the courses [2]. That is why this
project has promoted two different working contexts, the
individual work by the edition application to create atomic
material, where the cooperation management could exceed
development effort, and the work in groups by the server
platform performed by the collaborative editor to generate
higher pedagogical level outline.

Why reinvent the wheel again? For most professionals, this
question summarizes perfectly the importance of reusability.
In a society where most people are running everywhere and
peopleisinahurry for al, it is very important to save time. In
our context, the creation of e-learning video-courses, the
simplest way for that is the reusability of previously created
materials and templates into new ones. For example, the
content made one year could be updated for the next one, a
part of it can be useful for the creation of a new materia or a
template of a course can be useful for another.

This paper proposes a collaborative platform for the
creation and edition of videos for asynchronous e-learning
courses. It also has certain properties that permit the reuse of
multimedia contents and the possibility of inserting a virtual
teacher that helps the student have a more inmersive learning
experience. Moreover, a really simple and intuitive user
interface has been created because most of the people that will
use the platform could not be experts in video edition. The
editor is based on standard SMIL templates, defined as xml
files with time descriptions, that can be exported to different
standard multimedia file types such as avi, mpeg or flv, ready
to be published and shared on the web.

The rest of the paper is organized as follows. In section Il
there are some innovative learning features that we present in
this paper. After, in section 111 there is a brief explanation of
the new technologies used for the development of the platform
and reasons for its utilization. Then, section IV explains the
architecture and the two applications of the platform. Finaly,
in section V there are conclusions of the work made and
possible future works.
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Il. INNOVATIVE LEARNING FEATURES

The quality of the learning experience is contihual
validated and evaluated to enhance it accordingto designs
and contents that track two main aspects. On tle hamd,
new cognitive models, from studies in cognitive mesgience
and psychology [7], drive human cognition applicas to the
need of natural communication and human interfétashide
the ever-increasing complexity of today's systemsd a
devices. On the other hand, social evolutionsdhae content
consumption to multimedia formats. The platformalised in
this paper leverage educational material creatigploéing
new possibilities provided by technologies alreadyloyed
successfully in other areas. These are relatecheéosbcial
media and the new paradigms of interaction andtiorealn
parallel the system faces the authoring procesf its order
to boost creative activities by means of templagemanisms
driven through reusability strategies. On top oésth the
solution provides a virtual character or guidingptwf created
contents in order to engage user cognitive proseissierms
of paying attention with friendly interlocutor imface.

The main skills of the described approach, in @sitto
other available solutions in collaborative multiredesearch
in e-learning, lays on: a higher flexible creatil@yout
definition capabilities [8]; simpler and more irttue
interfaces to build educational material focusedi@arning
objects management [9], [10], [11]; and virtual Ewaer
features and collaborative creation possibilitiEz] [

In the next sections the different features proditiy the
solution are depicted highlighting the intended aardements
in terms of education skills.

A. Reusability

Considering the time and effort expended by expasts
create content, reusability is a main challengateel to
multimedia education contents in order to reduceralV costs
associated to design and creation activities.

To be more specific the approach described in phiser
overcome the reusability need by providing multieed
material design into templates in order to speethareation
process by minimizing time and effort spent on tingp
courses. A template don't fit every course butribvides a
flexible framework for content that can be builtcenand
reused and adapted for many materials where theerpat
provided by the template can be used as a guidee@te a
learning object. This multimedia authoring stratéms been
widely deployed successfully in other areas, likebvaesign.
The main concept here lays on the separation o fisom
content in order to increase reusability and e&seirsy and
updating information.

The benefits of using templates increase if theydsfined
according a standard. The standard compliance eases
interoperability with other solutions or platformidence, the
developed solution lay on top of a web standard for
multimedia focusing on the publication in orderreach the
audience, e.g. through social media sharing pamsslign
contrast to SCORM (Shareable Content Object Referen
Model) compliant solutions [6], [14] that put learg objects
indexing at the heart of the systems for reutilamaton LMS
(Learning Management Systems). SCORM-compliant tasse
model is over-simplified. SCORM only defines a fawset
types, while W3C's (World Wide Web Consortium)
declarative-style SMIL is much more flexible in e of
range of managed multimedia objects and scheduling
possibilities [13].

B. Collaborative Creation

Educational material, specially in e-learning, danlude
multimedia contents such as images, sounds, textsideos
from huge multimedia databases already availablker tlve
Internet giving the possibility to coordinate armhstruct rich
multimedia presentations that fit better the auckeneeds and
explain better the target knowledge. So the immpaeaof

Learning objects face it. E-learning contents cam gnultimedia for learning purposes is unquestionable.

scheduled as individual learning objects, labeled stored for
reuse in a wide variety of learning contexts intcast to other
educational materials. These learning objects can
assembled into different schemes depending omtigidual
educational situation and pedagogical target.
The main features to achieve reusability of learning objects
include:
1)
documents are needed to learn the tackled topic.
2)
structure independent of higher pedagogical order.
Objective-based. It accomplishes just a singleniear
objective.
This way, learning objects provides portable, irefefent
and reusable learning experiences. However, ouroapp
also addresses side aspects, in terms of accégsiaild
interoperability of the educational content, by using on
multimedia creation. Multimedia nature can be eitpbb to
easily deliver courses through the social mediavoets that
widen the audience due to their increasing popylari

3)

Educational multimedia content creation is an ealeskill
for today's teachers. Unfortunately, managing dveat
gctivities is very labor-intensive. Moreover, cieatprocesses
require the coordination of multiple perspectivesntent and
audience). In order to diminish the related comipjeand to
increase the quality of the content, the producpoocess is
often achieved according to a cooperative processugh a

Self-contained. This means no third contents dgam of teachers. Educational content authoringsiezachers

and educators combining contributions in order ¢hieve a

Context-free. The learning object has a meaningﬂWorkﬂOW definition according to a defined didactatyle,

educational and pedagogical strategies, and apptepr
content selection that consider the learning goals.

Here the solution described in this paper foster
collaboration in e-learning environments. A grodpgeachers
can work together to define, design and create atuual
contents over an underlying computer infrastructufee
workflow technology, which specifies composition sgatial
and temporal relationships between objects, is tsguovide
the group management. This technology overcomes
synchronization and activity awareness of the iiddials
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context with respect to the group’s goals and msgr To
achieve it the developed web service provides bgnsef a
simple interface a tool to schedule the availaldarding
objects among other teachers to build the educatiomaterial
and generate the resulting multimedia file.

C.Virtual Teacher

Simplicity is much needed to get knowledge conswigh
on the pupil, but achieving it is a grand challengere, a
virtual teacher can provide the necessary natatafaction to
ease human cognition.

The virtual character that represents the teacheot just a
content support in terms of navigation but a cdgaitool
[15]. This way, he is also responsible of keepingpip
attention and maximizing his motivation to
Furthermore, the learning environment must be adbf the
different learning styles and educational needss Titludes
natural and customized interfaces to meet unigwenés
needs, and dynamically create appropriate learnorgexts.
To achieve it, the visual aspect of the virtuattesr should be
personalized to the target audience preferencesuirisolution
this means character selection of a funnier robaracter for
kids learning science topics or more serious chearacfor
older pupils for example.

Speech is the most natural communication meansioiah
interaction. With the exponential growth and sigaint
progress in available speech technologies, spokmsteras
have been successfully applied to several domaimd
educational applications are suitable environmentbe
speaking capability of the virtual teacher keepmpde
information transfer and widens audience easingstiexific
designed teaching for pupils with visual functiodalersity.
Moreover, the availability of different languages the virtual
teacher voice eases the material preparation fersk pupils
removing language barriers. Furthermore the texpleyed
for the speech can be used as subtitles to hightigkvant
concepts or to enable pupils with auditory funcaiodiversity.

Furthermore, regarding different characters difieneices
including male and female ones can be used to thakacter
appearance.

Ill.  TECHNOLOGIES

There are four main technologies that have beed tme
the creation of this platform:

A.SMIL 3.0

learn
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to reuse content and work on them collaborativBMIL can
provide meta-information about multimedia preseatet
This embedded semantic data can describe the d¢snten
different levels, from high pedagogical tags tocsfie context
of multimedia elements. The higher abstraction lléveelated
to the general learning object for indexing purggse a

similar way that SCORM does. The lower one contains

information about content that has been refereniogda
presentation and specifies how multimedia elemévitieo,
text, images) can be presented and played in seguparallel
as part of a presentation. The higher one enablesability of
learning objects, while the lower is more focusadife cycle,
rapid updating and adaptation.

Moreover, template definition on top of a web stmadnot
only allows the full integration of created contermto any
existing web browser but also ensures the stalality future
development for the application.

B. Virtual Character

Several studies have shown that the use of a Virtua

character in e-learning courses facilitates sotigtraction
with the machine and convert the system more reliaind
credible for the student. So, it increases the ciment of the
student, because it is able to focuses and cathkeeattention
of the student.

The virtual character can be separated in two panes
graphic side and the voice side.

a We have used Loquendo technologies for the voicthef
virtual character. Loquendo TTS (Text To Speechdpsech
synthesis software able to read any text naturahd
expressively. Just giving the text, it is ablegpnoduce it or to
create an audio file and a phonetic file used wwdpce lip
moves.

For the visual side, the virtual character is a Bbdel
stored as an “obj” standard object. Different desi objs
with associated textures have been created usimgnom 3D
modeling applications.

It has been decided to use this kind of technologyause

through OpenSceneGraph could mix the audio filee th

phonetic file and the ".obj" file in a video filbdt integrates
all the features (the speech audio, the lips mowerard the
character appearance) that needed a virtual clearact

C.S0A

SOA (Service Oriented Architecture) pushes theiapfbn
functionality and publishes it to the Internet inreliable,

The standard of W3C SMIL 3.0 was developed to bringighly available, scalable, flexible and manageabletion to

interactive multimedia presentation level to thebwand

create and access multimedia learning materialTbis way,

mobile devices. SMIL is based in XML and its Syma)@pplications turn on services provided on the tbgtandard

describes multimedia presentations (elements duratirder,
position, ...) and it can be interpreted and play/tyy some of
the most important media players such as Real Rlagtem,

QuickTime and Windows Media Player ([3],[4]). ThisWSDL (Web Service Description Language). These

interoperable feature makes the thin SMIL docurmieself
playable through a web browser.

This language has been selected because of thatadea
that provides to this project, particularly becaitszn be used

transfer protocols over the internet [6] such as LXibhased
specification SOAP (Simple Object Access ProtocolpDI
(Universal Description, Discovery and Integratiorand

technologies combined with AJAX (Asynchronous Javgh
and XML) can perform interface or information upskat
without direct user interaction. This way team \atfi
awareness is achieved, while Flash, employed tatere
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interactive web and rich Internet applicationsabbshes the
base technologies for our developed platform athgwi
collaborative authoring and manipulation of multdie
documents.

D.GSreamer

GStreamer is an open source cross-platform muliene

framework written in C programming language. GStren
can create multimedia applications, and allowsag@mmer
to create a variety of media-handling componemtsluding
simple audio playback, audio and video playbackoming,
streaming and editing.

IV. AUTHORING TOOL

The authoring tool to create learning objects hasnb
designed as a video editor adapted to e-learnieglsieThis
video editor is divided in two parts. On the onadave have
the usual editor that permits the mix of audioslewas, texts,
images and avatars in the easiest way possiblthéowideo-
lessons creators. On the other hand, the collakeraditor
permits the reuse of old video templates and videomplates
that other collaborators made, and the blend omtHer
creation of new material. Once the video lessofinished,
the system permits user to save the descriptidheofideo in
a SMIL file and export in different video formafShe SMIL
file is an xml template that can be reuse all threes that user
needs because it has the scheme definition ohalktements
involved. But the exported videos cannot be reuseabse
they are just multimedia files.

Fig. 1 Video Editor

The main intention of creating this editor was teate a
simple and easy handling tool that could use amy without
knowledge of video edition.

The whole editor, as can be seen in Fig.1, has thrain
areas structure. On the right there is a previed @ptions
area, on the left there is an elements list with bttons for
the manipulation of them and bellow those areasetlis an
edition area with the buttons that are necessariy.fo

A. Elements List

On the top-left side of the interface there is st lof
elements with the content library that will be uded the
creation of the video-lesson. Here will appear,onmder of
selection, all the elements that will be use. Whk below

(Puttons we can add and remove elements, with thorisu

plus and minus respectively, to the list so that tiser could
use them in the edition.

B. Preview and Options Area

On the top-right side of the interface there iseatangle
which users could use to see the preview of theoddsson
that creates or for the definition of different iops. Once the
teacher creates and saves the project, he cardrggropause
and play the preview of the video-lesson using bo&ons
below the rectangle. This preview is performed M t
gstreamer core technology reading the generateplatenand
rendering the resulting video.

The option areas define different parameters, xanmple if
user uses mini-images inside the video, we camédfie size
and the place where are going. Or in case we u$& we can
define the size, the color, the font family ... thermore, in
this area we can also define options of the awatdrthe text
that it will say during the speech.

Also, in videos and audio elements, it can be @efithe
volume of each elements because it is relevantetp khe
possibility of adapting the volume to the needshef user. In
edition, when several audio elements are collocatethe
same time period, such as a conversation videcaanaudio
file, it is important to reduce the volume of thed® file so
the conversation can be heard more clearly orweécsa.

C.Edition Lists

In the video editor there are three elements lintghe first
list are audio elements, in the second list arekdprawund
elements and the speeches of avatars and in the libi
lessons main elements.

The user can manage intuitively all the elemerdd; arase
and change elements position and duration withbti$ons
placed at the bottom of the interface. It is soydasuse that
e.g. if the user wants to add an element to amytlie system
identifies the type of the element and adds to the
corresponding list, if it is an audio element idadn the first
list while if it is a video or an image the usestjhas to define
if he wants to add it as a background element oa asain
element of the learning object.

D.Edition in Collabor ative Web Editor

SMIL has different tags for the definition of tingirprocess
and the most important for our collaborative sysierpar>
and <sec> tags.

The elements inside the tag <par> are reprodudeéh al
parallel being grouped to support complementaryagedical
information. The tag <sec> permits the reproductiohn
elements in sequence enabling sequential outlinstagction.
It is really important because permits to reprodaceslement
after other without an explicit definition of th&ag time. The
system knows that as soon as one element endemexhust
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start, maintaining the established order. The js&r has to
define the order of the elements and when savésitsystem
takes the information of the different files andves in a
resultant file.

Termplite gt iturn Cuskarh

Insert the title

Tive For 0"

A EREATIVE INNOVATION

Gatatam

Fig. 2 Collaborative Web Editor

In the collaborative editor there are two main aress is
depicted in the Fig. 2. On top of the interfacelisa of
elements previously filtered according to semak#gwords
matched with embedded metadata from SMIL documénts.
the bottom, an ordered list of elements appearsesepting
the scheduled outline by the team to achieve tigetdesson
or course. The available elements are learningctd)jevhere
they are represented like a single content instéalle set of
multimedia elements involved. This way this edittainages a
higher pedagogical order driven to educational etrgand
roadmap.

To sum up, according to the strategy of keeping the

developed platform simple, experts can create iegrobjects
through defining new multimedia templates or moidify
existing ones through a desktop editor applicatiescribed
before. Afterwards the created learning objects ushed
automatically to the server. Last but not least, web service
provides an intuitive interface to schedule amortheo
teachers the available learning objects to buikd ldsson or
course and generate the resulting multimedia filg tan be
downloaded and it is directly published online.

V.CONCLUSION

This paper presents a web platform that helps &rach
presentations and oaudi’]

creating and sharing videos,
materials for asynchronous e-learning courses. Witis
system, different professors that teach the sarbgecucan
create files in a collaborative way where eachhieaprovides
the part of the matter that is responsible for #oeh integrate
all pieces in a resulting file, creating it as arte It makes the
resulting video much more rich than just with oreator
perspective.

Another strong point of the system is the reusghbdf the
files. Thanks to the template strategy employed thg

platform, a teacher can not only reuse a matdrat| has been
created about a subject for a concrete studenvroariother
presentation, but also update it easily or forméfemnt
contents with the same structure to provide a h@negus
outline and corporative image.

The platform manages two levels of abstraction. @ne
terms of learning objects that lets reusability fi@sign new
courses or lessons by composing high level pedagbgi
topics. Other template-centered, representing imodine of
the learning object, that lets the user to reuséh bbe
pedagogical outline and updating inner elements lefarning
object.

Also it is important that the web platform has been
developed based in a standard, what makes reaciabieall
browsers and that gives facilities for the posgibibf future
developments.

Furthermore, one of the skills that differentiatdss
application from others is the possibility of ingeg virtual
characters to support explanations, highlight cpts;eor just
for give helping advices to students. It is realtyportant
because it makes materials more naturals and @EeuEgw
features to those contents that enrich the teacyisigm.

In the early future, we want to insert and integrall the
work made in an e-learning real scenario. A pladern
teachers could share more information and actsvitie
different files-types (texts, audios, images, vileo) related
with the subject and measure the impact of the iglddl
materials in the social networks.
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