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Automated Testing of Workshop Robot Behavior

Abstract—Autonomous mobile robots can be found in a wide
field of applications. Their types range from household robots over
workshop robots to autonomous cars and many more. All of them
undergo a number of testing steps during development, production
and maintenance. This paper describes an approach to improve
testing of robot behavior. It was inspired by the RoboCup @work
competition that itself reflects a robotics benchmark for industrial
robotics. There, scaled down versions of mobile industrial robots
have to navigate through a workshop-like environment or operation
area and have to perform tasks of manipulating and transporting
work pieces. This paper will introduce an approach of automated
vision-based testing of the behavior of the so called youBot robot,
which is the most widely used robot platform in the RoboCup
@work competition. The proposed system allows automated testing
of multiple tries of the robot to perform a specific missions and
it allows for the flexibility of the robot, e.g. selecting different
paths between two tasks within a mission. The approach is based
on a multi-camera setup using, off the shelf cameras and optical
markers. It has been applied for test-driven development (TDD) and
maintenance-like verification of the robot behavior and performance.
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I. INTRODUCTION

T
ESTING robot behavior on a high level mostly relates

to external tracking of the robots pose, which includes

positions and orientation, over time. There are approaches

for tracking with a stereo vision setup and machine learning

to recognize the robot within the observed space[5][4][6].

These approaches have been described to be considerably

accurate[2]. However, they typically require very sophisticated

equipment and high effort for definition and execution of

tests and later evaluation of the results. In this paper we

present an approach that is based on the typical RoboCup

@work competition setup. Here optical markers are attached

to the workshop floor, to be perceived by the robots on-board

camera system. The markers represent possible waypoints, of

which the robot has to pass a number of during a challenge.

Scoring for navigation is related to how well and how

fast the waypoints are reached. The navigation challenge of

the competition reflects the navigation task of a workshop

robot to autonomously move between two work stations and

possibly move over specific waypoints as in a real production
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environment. The fact that optical markers are already used

in the RoboCup @Work league, lead to the approach of also

using an optical marker attached to the robot to track the robot

pose. For our approach, we used so-called AR-markers[3].

With AR-marker its possible to determine the relative rotation

and translation of a marker with respect to a single camera

[9]. For an automated testing, in addition to the robot marker,

only a simple overhead vision system is required. However, in

order to cover the entire operation area, which is larger than

the field of view of a single of our cameras, we combined two

cameras. It is necessary that the two cameras have an overlap

to see at least one common marker on the ground such that

the two images can be related and a relative pose between any

two markers in the operation area can be computed. To be able

to control and to evaluate the performance of a robot during a

mission, two programs are needed. The first one is the tracking

software to identify relative displacements and orientations

between the optical markers[8] and to evaluate the robot

performance. The second one is a high-level task scheduler

to initiate the respective actions of the robot, like return to

start position or start a mission[12]. Using an automated,

vision-based test of real robots, significantly helped to improve

the quality of the control software. Simulation, as used before,

provided some information, but with cumbersome or typically

imprecise modelling of random effects like slip on the ground,

only helped during initial software development. Real robots

in contrast, even if started from the presumably same initial

situation, typically behave differently in some parts of two

consecutive repetitions of the same mission. However, since

mission goals being the same, it is the task of the control

software to compensate these differences. With our approach

of automated testing we were able to significantly improve

the quality and reliability of our robot control software. The

remaining paper is structured as follows. In section II we

will shortly present the RoboCup @work competition. Then

we will present the vision-based tracking system with the

optical markers. Section IV is dedicated to the tracking and

evaluation software. We end this paper with an outlook to

possible improvements of our approach and a conclusion.

II. THE ROBOCUP @WORK WORKSHOP ROBOT

BENCHMARK

The RoboCup @work competition is the most recent

enhancement of the RoboCup robotic competitions. KUKA

and Locomotec are providing the educational youBot

robot[20] that was derived from industrial Kuka robots. It is

based on a carrier platform with omnidirectional mobility. The

platform typically has a scaled down industrial robot arm,

but can be equipped with two of them. The robot control

software is based on the ROS-Framework[19]. The challenges
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of this competition are related to navigation, manipulation,

transportation, precision placement and interaction[18]. The

competitions take place in a so called arena with service areas,

work stations and a conveyor belt. In addition obstacles are

placed in the arena. Waypoints and locations are marked with

optical markers on the floor. For the navigation challenge the

robot is placed at a start point outside of the arena. When the

competition starts the robot will receive a list of waypoints

with related robot orientation it has to navigate to in the

given order and stay there with the given orientation for 5

seconds. Every successfully reached location while having

the correct orientation scores points. After all locations are

reached, additional points can be gained if the robot leaves

the arena on its own within the time limit. The challenges

are observed and scored by human referees. Manipulation

and transportation challenges add picking up static work

pieces and moving them to other spaces in the arena to pure

navigation. The conveyor belt challenge adds dynamic pick-up.

The challenges are targeted to reflect real work situations

are are constantly refined. The main objective of the control

software development are overall speed and reliability, as they

are reflected in a high score for the competition and a high

performance in a real workshop situation. Fig. 1 shows the

youBot robot with AR marker in front of one of the waypoint

markers.

III. VISION - BASED HARDWARE SETUP

For tracking the robot, a number of approaches were

considered. Among them was a calibrated stereo camera

system with optical circular markers attached to the robot as

used in photogrammetry[16][17]. This would make the robot a

co-planar target which is trackable by means of its recognized

features. Photogrammetry is known as a very accurate method.

However, this approach requires at least two cameras for every

camera position. Tracking by means of AR markers in contrast

can be achieved with only one camera. Using AR markers

the x, y, z positions relative to the origin are know[11]. A

marker, attached to the robot allows measurement of the robot

pose that then can be related to the pose of a reference

marker which e.g. marks the origin of the world coordinate

system or any other AR marker[14]. Fig. 2 shows an image

taken by a single camera from an arbitrary position. The

optical markers are identified by the detection software and

representing the origin, at the center of the image and the

robot marker are superimposed with the respective cartesian

coordinate system. The calculation of the relative displacement

and orientation between the origins of the two coordinate

systems then is straightforward[15]. Calculation of poses of the

waypoint markers follows the same principle[7]. Coordinate

systems of the markers are stored and can be referenced even

if they should be obstructed temporarily, e.g. by the robot

passing over. When the robots pauses its movement, according

to competition rules for 5 seconds or for possibly carrying out

a manipulation task[13], the pose of the robot relative to the

markers in its vicinity, even if partially or totally covered, is

stored in a database. In order to cover a sufficiently wide area,

two cameras were combined. Combining multiple cameras in

general allows to use low-cost cameras, cameras with limited

optical resolution or cameras with a high frame rate, since this

typically affects the field of view[1]. In the presented system

two cameras were mounted to a rigid structure, that itself was

are adjusted with a very small overlap to cover one common

marker. In our case, both cameras cover the marker at the

origin.

IV. EVALUATING ROBOT PERFORMANCE

Robot performance is related to reaching the waypoints

in a predefined order and as fast as possible. According to

RoboCup rules, reaching a specific pose is related to the robot

pausing with that pose for a minimum timeof 5 seconds.

Since the marker of the robot is elevated above the surface,

the z-value has to be normalized to determine its projected

position on the ground. After this, the pose of the robot

is compared with the pose defined by the closest marker

Fig. 1 Robot prepared with it’s markers

Fig. 2 Overview of the arena and the robot with its corresponding markers

the pose is calculated from the image. In Fig. 2 the marker,

mounted to the ceiling above the work area (Fig. 3). Cameras

Fig. 3 AR-Marker tracking mount with cameras
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on the ground. The distance in position and deviation in

orientation is recorded. Translation, rotation and deviation are

saved whenever the robot is pausing for a sufficient amount

if time. For RoboCup competitions the closest match will be

used for scoring. The software structure used for automated

assessment of the navigation challenge consists of five major

provides the continuous video stream. The observation module

starts the tracking module to assure an ordered following of the

waypoints. If valid waypoints are reached, a score is calculated

from the distance and deviation and stored in the scoring

module. Initially a human supervisor is responsible for shutting

down the robot in case of collisions. However, with additional

means collisions can also be detected automatically, such that

an automated emergency switch-off can be implemented. Fig.

5 shows a screenshot of the monitoring tool. The upper half

shows the active video image, i.e. the image with the robot in

the field of vision. The markers are highlighted and augmented

by circles. Circle diameter is chosen such that the robot could

reach the marker position by turning only. The bottom part

shows the relative poses of the markers on the robot, projected

to the ground plane and the ground.

V. SUMMARY AND FUTURE WORK

The automated test system, presented in this paper was

implemented with low-cost of the shelf components. The only

external components required have been two USB webcams

and some cables. Test definition was straight forward by a set

of optical markers attached to the floor, representing waypoints

of the robot and an ordered list of markers respectively

positions to be passed by the robot during its mission. With

start- and end points also defined by markers, repeated,

automated test could be carried out[10]. The vision-based test

system provided a powerful means for a concurrent test-driven

development of robot control software by a group of four and

more developers. It also provided a blackbox testing platform

for detection of intermittent malfunction and for quality

assurance. Whilst previous a number of failures occurred

also during competitions, after introducing the automated

test approach, failures after completing the tests could be

eliminated almost completely.

REFERENCES

[1] Saddek Bensalem, Laindra de Silva, Flix Ingrand, and Rongjie Yan.
A verifiable and correct-by-construction controller for robot functional
levels. Journal of Software Engineering for Robotics, 2(1):1-19,
September 2011.

[2] J.J. Aguilar, and F. Torres, M.A. Lope. Stereo vision for 3D measurement:
accuracy analysis, calibration and industrial applications. Measurement,
193200, Volume 18, Issue 4, August 1996.

[3] M. Fiala. ARTag Revision 1. A Fiducial Marker System Using Digital
Techniques. NRC 47419, pages 46, November 24, 2004.

[4] G. D. Hager. A modular system for robust positioning using feedback
from stereo vision. Robotics and Automation, IEEE Transactions,
582-595, Volume 13, Issue 4, August 1997.

[5] H. K.Nishihara. PRISM: A Practical Real-Time Imaging Stereo Matcher.
Optical Engineering, Volume 23, no. 5, 1984.

[6] M. Bertozzi, A. Broggi, A. Fascioli, and S. Nichele.Stereo Vision-based
Vehicle Detection. IEEE Intelligent Vehicles Symposium, 2000.

[7] Jung-Rye Son, Tae-Yong Kuc, Jong-Loo Park, and Hong-Seak Kim.
Simulation based functional and performance evaluation of robot
components and modules. Information Science and Applications (ICISA)

International Conference, 1-7, IEEE, April 2011.

[8] Enrique Medinaa, Eduardo Parrillaa, Alvaro Pagea, Jose Olasoa, Juan
Carlos Gonzleza, and Helios De Rosarioa. A new non-invasive and
low cost method for the characterisation of pronation patterns by using
AR-markers and functional classification. Footwear Science, Volume 5,
Supplement 1, 2013.

[9] Gontje C. Claasen, Philippe Martin, and Frederic Picard. High-Bandwidth
Low-Latency Tracking Using Optical and Inertial Sensors. 5th

International Conference on Automation, Robotics and Applications,
Wellington, New Zealand, 2011.

[10] Kuanhao Zheng, Dylan F. Glas, Takayuki Kanda, Hiroshi Ishiguro, and
Norihiro Hagita. Supervisory Control of Multiple Social Robots for
Navigation. International Conference on Human-Robot Interaction (HRI),

2013 8th ACM/IEEE, 17-24, 2013.

[11] Yun Koo Chung and Sun-Myung Hwang. Software testing for intelligent
robots. International Conference on Control, Automation and Systems

2007, 2344-2349, IEEE, 2007.

[12] Aitor Arrieta, Irune Agirre, and Ane Alberdi. Testing Architecture with
Variability Management in Embedded Distributed Systems. Actas de las

IV Jornadas de Computacin Empotrada (JCE), September 2013.

[13] G. Biggs .Applying regression testing to software for robot hardware
interaction. Robotics and Automation(ICRA) 2010, IEEE International
Conference, 4621-4626,2010.

[14] Jae-Hee Lim, Suk-Hoon Song, Jung-Rye Son, Tae-Yong Kuc,
Hong-Seong Park, and HongSeak Kim. An automated test method for
robot platform and its components. International Journal of Software

Engineering and its Applications, 4(3):9-18, July 2010.

[15] S. Peters, D. Thomas, M. Friedmann, and O. Von Stryk. Multilevel
testing of control software for teams of autonomous mobile robots.
Simulation, Modelling, and Programming for Autonomous Robots,
183-194, 2008.

[16] S. J. Ahn, and M. Schultes. A new circular coded target for the
automation of photogrammetric 3D-surface measurements. Optical 3-D

Measurement Techniques IV, 225-234, 1997.

Fig. 4 Software structure of the approach

components (see Fig. 4). The camera stream component

Fig. 5 Screenshot of tracking visualisation using rviz



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:8, No:5, 2014

740

[17] S. J. Ahn, Wolfgang Rauh, and Matthias Recknagel. Circular Coded
Landmark for Optical 3D-Measurement and Robot Vision. International

Conference on Intelligent Robots and Systems, 1128-1133, 1999.
[18] G. Kraetzschmar, W. Nowak, N. Hochgeschwender, R.

Bischoff, D. Kaczor, F. Hegger. RoboCup@Work Rulebook.
http://www.robocupatwork.org/download/rulebook-2013-06-08.pdf,
2013.

[19] Nguyen Hai, Ciocarlie Matei, Hsiao Kaijen, and Kemp Charles. ROS
Commander: Flexible Behavior Creation for Home Robots. ICRA ,

05/2013, 2013.
[20] Prof. Dr. Erwin Prassler. Cooperations of the Locomotec GmbH.

http://www.locomotec.com/en/cooperations, 11.03.2014.


