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Analyzing The Effect of Variable Round Time for
Clustering Approach in Wireless Sensor Networks
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Abstract—As wireless sensor networks are energy constraint net-
works so energy efficiency of sensor nodes is the main design issue.
Clustering of nodes is an energy efficient approach. It prolongs the
lifetime of wireless sensor networks by avoiding long distance com-
munication. Clustering algorithms operate in rounds. Performance of
clustering algorithm depends upon the round time. A large round
time consumes more energy of cluster heads while a small round
time causes frequent re-clustering. So existing clustering algorithms
apply a trade off to round time and calculate it from the initial
parameters of networks. But it is not appropriate to use initial
parameters based round time value throughout the network lifetime
because wireless sensor networks are dynamic in nature (nodes can be
added to the network or some nodes go out of energy). In this paper
a variable round time approach is proposed that calculates round
time depending upon the number of active nodes remaining in the
field. The proposed approach makes the clustering algorithm adaptive
to network dynamics. For simulation the approach is implemented
with LEACH in NS-2 and the results show that there is 6% increase
in network lifetime, 7% increase in 50% node death time and 5%
improvement over the data units gathered at the base station.

Keywords—Wireless Sensor Network, Clustering, Energy Effi-
ciency, Round Time.

I. INTRODUCTION

W IRELESS sensor networks [1], [2] are collection of
large number of sensor nodes deployed in a field.

Advancement in Micro-Electro-Mechanical-System (MEMS)
provides small sized and low cost sensor nodes. Sensor nodes
are equipped with memory, data processing and sensing unit,
wireless communication unit and a battery. Wireless sensor
networks have layered architecture as shown in Fig. 1. The
end-user is not connected directly to the network but via a
base station. Nodes sense the area and send the data to base
station via single or multi hop communication. The end user
accesses the data from base station.

Wireless sensor networks are deployed in harsh environment
and the sensor nodes are limited in resources e.g. limited
battery power, small memory capacity. Due to harsh working
environment it is quite difficult to recharge or replace the
battery of sensor nodes. Sensor nodes consume energy with
their operations in field e.g. sensing and processing of data,
sending and receiving of data. Among various operations data
communication is the most energy consuming. [3] shows that
the energy consumed to transmit a 1KB data to 100m is the
same as the execution of 3 million instruction by a MIPS/W
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Fig. 1. Wireless Sensor Networks

operations. The lifetime of wireless sensor network depends
upon the sensor nodes. Hence energy efficiency is the main
design issue for researchers from the manufacturing level to
network protocol level [4].

Clustering [5], [6] is an energy efficient approach in ad-hoc
and wireless sensor network. Clustering divides the network
in different independent clusters. Each cluster has atleast
one cluster head and all nodes in the cluster send data to
cluster head. Cluster head applies aggregation technique to
reduce the collected data and send the aggregated data to
base station. Clustering reduces the communication distance of
nodes. Nodes are sending data to nearby located cluster head
instead of far away located base station. Cluster head is doing
more work than the other nodes in the cluster so consumes
energy faster. So the role of cluster head is rotated among all
the nodes for network load balance. For energy efficiency duty
cycle of sensor nodes should be low. Duty cycle [7] of a node
is the ratio of time spends in active mode to total frame time.
Clustering prefers TDMA scheduling for node to cluster head
communication. Nodes are in active state only if assigned time
slot arrives. So clustering lowers the duty cycle of nodes.

After a certain time, known as round time [7], re-clustering
is performed. Round time is the total duration of cluster set-
up and continuous data processing phase. Energy efficiency of
clustering algorithms heavily depends upon the round time. In
this paper a variable round time approach is proposed in which
the value of round time is made adaptive to network dynamics
for energy efficiency. Round time is calculated according to
the number of active nodes. Variable round time helps in load
balancing of network as the nodes start going out of energy.
The work of this paper describes the importance of round
time for the energy efficiency of clustering algorithms. The
rest of the paper is organized as follows: Section 2 described
the clustering schemes in the literature, Section 3 formulates
the problem and explains the proposed solution, section 4
provides detail about the network assumptions, parameters
for network simulation and results and section 5 concludes
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the work of paper. Clustering algorithms avoid long distance
communication for energy efficiency of nodes. Clustering
algorithms can be classified according to operational mode:
Distributed and Centralized. In distributed algorithms, nodes
select cluster head and form cluster locally by exchange of
information. But in centralized approach, nodes send their
status information to a centralized point. The centralized point
informs the network about cluster heads and member of
clusters of respective cluster heads. Clustering algorithms can
be categorized according to state of formed clusters: Dynamic
clustering and Static clustering. In dynamic clustering, clusters
are formed again and again over the time. But in the static
clustering schemes, clusters are formed once throughout the
life of network.

LEACH (Low Energy Adaptive Cluster Hierarchy) [8] is
fully distributed algorithm. Operation of LEACH is performed
in rounds and each round consists of set-up phase and steady
phase. In set-up phase cluster heads selection, cluster forma-
tion and TDMA scheduling are performed. In steady phase,
nodes send data to cluster head and cluster head aggregate the
data. Aggregated data is send to base station. After a fix round
time, re-clustering is performed. Role of cluster head is rotated
to all the sensor nodes to make the network load balance. But
the protocol does not guarantee about the number of cluster
heads. [9] proposed an improvement over LEACH by selecting
the CH not randomly but considering the remaining energy
when the energy level drops below 50% of the initial energy.
Cluster head join process is determined not only by received
signal strength but also by the remaining energy of cluster
head. The data is sent by a node only if the data satisfies a
predefined condition.

LEACH-C [10] is centralized algorithm to form the cluster
and to assign duty of cluster head. During the set-up phase,
nodes send information about their location and energy level
to the base station. The BS formulates clusters using simulated
annealing algorithm [11]. The algorithm provides a cluster
head to nodes such that nodes minimize their transmission
distance and conserve energy. Base station broadcasts message
of cluster head ID for each node. The steady phase is same
as of LECAH.

EEPSC [12] is a centralized clustering algorithm. Base
station does clustering by sending messages of different IDs
with different power levels. Nodes receive the messages and
set the cluster ID to message ID and inform to base station.
Nodes with same cluster ID form a cluster. Initial set of cluster
heads is chosen by base station. Cluster formation and TDMA
scheduling is performed once. Temporary cluster heads and
cluster heads are chosen in the beginning of round according
to remaining energy of nodes.

The approach in [13] is controlled by base station and a
head-set is managed for each cluster to distribute the load
of cluster head. Base station determines the suitable number
of clusters using that information. Base station broadcasts the
information of cluster heads. Then cluster heads construct their
clusters and determine the head sets. At one time, only one
member of head set is active and receives data from nodes.
The task of transmission of aggregated data to base station is
distributed uniformly to all the head sets. Along with the data,

energy information of nodes is also send to Base station for
cluster heads selection of next round.

ADRP in [14] selects a cluster head and set of next heads
for upcoming few rounds based on residual energy of each
nodes and average energy of cluster. A round of ADRP has
two phases: initial phase and cycle phase. In the initial phase,
nodes send status of their energy and location to base station.
Base station partitions the network in clusters and selects a
cluster head for each cluster along with a set of next heads.
In the cycle phase, cluster head aggregates the data and sends
to the base station. In the re-cluster stage, nodes transit to
cluster head from set of next heads without any assistance
from base station. If the set of next heads is empty, initial
phase is executed again.

The clustering scheme EAP (Energy-Aware routing Pro-
tocol) in [15] provides a new parameter for cluster head
selection. A node has higher probability of being a cluster head
if it has a higher ratio of residual energy to the average residual
energy of all the neighbor nodes in its cluster range. To reduce
energy consumption of CHs, a spanning tree is constructed
among CHs. The protocol in [16] discusses the problem of
unbalanced clusters in the form of number of nodes and total
cluster distance. The algorithm partitions the network into
clusters such that the solution consumes less communication
energy.

II. PROBLEM STATEMENT AND SOLUTION

Clustering is an energy-efficient approach for wireless sen-
sor network. In clustering, round time to re-cluster the network
plays a vital role for energy efficiency. Large round time drains
more energy from cluster heads because a cluster head has to
work for a long time. If the round time is short, nodes will
consume energy in re-clustering. Hence the round time should
be chosen to take care of above trade-offs.

Most of clustering approaches in the literature have a con-
stant round time for re- clustering of nodes. These approaches
calculate round time depending upon the initial number of
nodes and fix it for whole network lifetime. But the sensor
networks are dynamic in nature. Nodes can be added to the
network or some nodes go out of energy. In case of constant
round time, if more nodes are added, the round time will
not be sufficient to complete the operation and frequent re-
clustering will increase the overhead of network. If nodes are
not alive, then the round time will be long enough to draw
more energy from cluster heads. Hence constant round time
makes the network load unbalanced. Hence for a load balanced
network round time should be changed dynamically to adjust
the network dimensions.

We have analyzed that in clustering approach at the death
of first node 60% to 65% of initial energy is consumed and
at the time of 50% node death 80% of initial energy has been
consumed. It shows that nodes are left with very less amount
of energy and a selected cluster head may not have enough
energy to complete the round. Because initially calculated
round might be long enough to drawn all the remaining energy
of cluster head which leads to loss of cluster data. So round
time should be adaptive to network dynamics.
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Fig. 2. Proposed Variable Round Time Scheme

In our work, round time is calculated dynamically depend-
ing upon the number of active nodes in the network. But as
the number of active nodes in the network goes down, the
round time will be very small causing frequent re-clustering.
To avoid frequent re-clustering when the numbers of active
nodes are very few then the round time is made to fix such
that the round will be completed as well as will avoid frequent
re-clustering. Fig. 2 shows the proposed variable round time
scheme. The approach makes the clustering algorithm adaptive
to network changes.

Initially a network is initialized with random and uniformly
distributed nodes. Total number of active nodes is calculated
for the calculation of round time. If the active nodes are
greater than the 50% of the initial nodes, round time is directly
proportional to active nodes and can be calculated according
to clustering algorithm parameters. But if the active nodes are
less than 50% of initial nodes, round time is fixed to half of
the initial round time. As the active nodes are left 50% of
initial nodes, the round time is almost half of the initial value
of round time. After completion of round time calculation
phase, clustering of nodes is done i.e. cluster head selection,
cluster formation, TDMA scheduling. Data communication
from nodes to base station via cluster head is processed until
round time is not over. The network will end when all nodes
are dead.

III. SIMULATION SETUP AND RESULTS

The network of different network topologies is simulated
in NS-2 [17]. NS-2 is widely used network simulator. It is
an event driven network simulator capable of simulate both
wired and wireless networks. It has two languages: C++ at
the backend while OTcl at frontend. For implementation of

LEACH protocol uAMPS [18] project of MIT is patched with
NS-2.

A. Energy Model

The energy used in the simulation is the same used in
[8]. For short distance communication free-scale propagation
model is used while for long distance communication two-ray
ground model is used. Energy required to transmit an l-bit data
over a distance d is calculated as:

ETx(l, d) =
{

lEelec +lεfriss−ampd
2

lEelec +ltwo−ray−ampd4

d<dcrossover

d≥dcrossover

Energy consumed in receiving the message is calculated as:

ERx(l) = lEelec

B. Network Assumptions

Following network assumptions are considered for simula-
tion:

• All sensor nodes are homogenous .
• Nodes are deployed randomly with uniform distribution.
• All nodes are stationary once deployed in the field.
• Nodes are location aware i.e. nodes are equipped with

any GPS device.
• There is single base station located outside the field.
• All nodes have data to send.
• The nodes were considered to die only when their energy

is exhausted. Sudden failure of nodes was not considered.

C. Network Model

Different network topologies varying in number of nodes
and dimension of area are generated and simulated. Simulation
parameters are:

TABLE I
VALUES FOR SIMULATION

Parameters Values

50 x 50m2

Network Area 100 x 100m2

150 x 150m2

Number of Nodes 50,100,200
Base Station Location 75m

Clusters 5
Header Packet Size 25 Bytes
Data Packet Size 500 Bytes

Initial Energy 2 Joules
Bandwidth 1 Mbps

D. Performance Metrics

Network Lifetime: - Network lifetime can be defined as the
time until all nodes are not dead or some predefined conditions
are not met. In our work the network will be considered
functioning till active nodes are greater than optimal number
of cluster heads in network.

50% Node Death: - Time for 50% node death is an
important metric. As summarized in above section at the death
of 50% node most of the energy is consumed. So the protocol
should prolong that time for increase in network lifetime.
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Fig. 3. Comaprison of Netwotk Lifetime

Data Units Received at Base Station: - The sensed data send
by nodes to cluster head should reach at base station. The
data units received at base station is the measure of quality of
network.

E. Performance Analysis

Three different network topologies are initialized: 50x50m2

with 50 nodes, 100x100m2 with 100 nodes and 150x150m2

with 200 nodes. Fig. 3 shows that there is an improvement
in network lifetime for varaible round time LEACH over
fixed round time LEACH. There is 7% improve for 50x50m2

topolgy, 6.5% for 100x100m2 and 6% for 150x150m2.
Fig. 4 shows result for 50% node death (Time) for the three

topologies. There is an improvement of 9% for 50x50m2, 6%
for 100x100m2 and 7% for 150x150m2.

Fig. 5 shows result of data units received at base station
for three topologies. As there is an improvement in network
lifetime and 50% node death time, nodes are having more time
to sense the field and send the data to cluster head. There is
improvement of 7% for 50x50 m2 and 5% for both 100x100
m2 and 150x150 m2.

Hence the results show that the variable round time scheme

Fig. 4. Comaprison of 50% Node Death Time

Fig. 5. Comaprison of Data Units Received at Base Station

according to active number of nodes in network improves the
energy efficiency approach of LEACH protocol. The above
scheme can be implemented with any clustering scheme.

IV. CONCLUSION
Dynamic nature of wireless sensor network requires adapt-

ability of protocols to the network changes to prolong the
network lifetime. In this paper, round time of clustering
algorithm is made adaptive to network dynamics by calculating
it depending upon the number of alive nodes in the network.
Our results show that there is 6% increase in network lifetime,
7% increase in 50% node death time and 5% improvement
over the data units gathered at the base station. In the future,
we will also consider the remaining energy of network in
round time calculation.
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