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Abstract— The empirical mode decomposition (EMD) represents 

any time series into a finite set of basis functions. The bases are termed 

as intrinsic mode functions (IMFs) which are mutually orthogonal 

containing minimum amount of cross-information. The EMD 

successively extracts the IMFs with the highest local frequencies in a 

recursive way, which yields effectively a set low-pass filters based 

entirely on the properties exhibited by the data. In this paper, EMD is 

applied to explore the properties of the multi-year air temperature and 

to observe its effects on climate change under global warming. This 

method decomposes the original time-series into intrinsic time scale. It 

is capable of analyzing nonlinear, non-stationary climatic time series 

that cause problems to many linear statistical methods and their users. 

The analysis results show that the mode of EMD presents seasonal 

variability. The most of the IMFs have normal distribution and the 

energy density distribution of the IMFs satisfies Chi-square 

distribution. The IMFs are more effective in isolating physical 

processes of various time-scales and also statistically significant. The 

analysis results also show that the EMD method provides a good job to 

find many characteristics on inter annual climate. The results suggest 

that climate fluctuations of every single element such as temperature 

are the results of variations in the global atmospheric circulation. 

Keywords—Empirical mode decomposition, instantaneous 

frequency, Hilbert spectrum, Chi-square distribution, anthropogenic 

impact. 

I. INTRODUCTION

LIMATE as a complex system still challenges our 

knowledge, leaving us with the problems that deal with 

sparse data, insufficient methods, limited models and 

unexplained physical processes [1]. Global warming is one of 

the most serious global environmental issues facing mankind. 

Climate is a fundamental component of the Earth’s natural 

system. Effect of global warming is already visible. The global 

mean temperature has increased by 0.6
o
C over the last century 

and many organisms and ecosystems have experienced changes. 
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There is a perception that extreme natural disasters such as 

floods, droughts, and heat waves, have become more frequent. 

This change in climate plays an important role in the Earth’s 

sustainability. The impact of hydrological change as a result of 

global warming caused by anthropogenic emissions of

greenhouse gases is a fundamental concern [2]-[4]. In order to 

control water resources in the face of drought, flood and soil 

erosion, which frequently present a serious threat to human life 

and natural ecosystems, risk assessments are being required 

more frequently by policy makers [5].  

Climate is currently changing in ways that mirror the effects 

of global warming [6]. There is also increasing demand for 

climate change information, particularly from policy makers for 

impact assessment studies [7]. Several linear statistical models 

have been applied to climate records, but the answers are not 

conclusive due to the high sensitivity of model results to model 

parameters [8]-[10], especially when stochastic processes are 

taken into account [11]. Various approaches have been 

employed to develop climate change scenarios at different 

scales [12]. In recent years, several weather events have caused 

large losses of life as well as a tremendous increase in economic 

losses from weather hazards. These life and property losses 

helped raise the alarm over the possibility that the recent 

increases were due to a shifting climate [13].  

Geographical distribution of the change in annual mean 

surface air temperature rise is greater over continents than over 

oceans and greater in the Polar Regions than in tropical region. 

The features are consistent with previous studies.  In the tropical 

Pacific, temperature rise is greater in the central-east part than in 

the western part.  Such an anomaly pattern is observed in the El 

Nino years. The warming patterns among the scenarios are 

similar although the magnitudes are different [14]. Many critical 

impacts of climate are controlled by extreme events rather than 

mean values. Aspects of human activity and environment are 

usually well adjusted to mean climate conditions and show little 

sensitivity to moderate variations around these means. Systems 

that are particularly vulnerable are agricultural and forest 

ecosystems, coasts and water resources. High temperatures can 

exacerbate drought conditions. Very high temperature also 

damage crops and reduce yields. However, low temperatures 

are important to some temperate horticulture and cereal crops in 

promoting yield and development [15]. 

The surface runoff changes had regional differences and both 
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the increase and decrease were suggested in summer. It might 

increase the risk of mismatch between water demand and water 

availability in the agricultural region. Under the global 

warming, both temperature and humidity were projected to 

increase in Asian region. The increases of annual mean surface 

runoff and its large fluctuations were projected in a lot of Asian 

regions. In some regions, the projected seasonal changes of 

hydrological cycles under the global warming potentially 

increase the risk of droughts and floods [16]. 

 Coughlin and Tung [17] found that the atmosphere warms 

during the solar maximum almost everywhere over the globe. It 

should be pointed out that changes in the correlation values with 

latitude do not imply similar amplitude changes with latitude. 

However, the fact that the correlation with the solar flux is 

positive everywhere over the globe does imply that, on average, 

the temperatures increase during solar maxima at all latitudes. 

This makes the phenomenon difficult to explain with dynamical 

mechanisms involving over turning meridional circulations in 

the troposphere. This is useful information to atmosphere 

dynamicity wishing to come up with a mechanism for the 

influence of solar cycle variations on the lower atmosphere. 

The El Nino and the southern oscillation phenomenon

(ENSO) is the primary driver of inter-annual climate variability 

and have a large economic and social impact over the universe 

[18]. Fedorov and Philander [19] demonstrated that mean 

fluctuations of decadal timescale do contribute significantly to 

the later unusual ENSO events and suggested that global 

warming cannot be ruled out as a suspect [20].  El Nino like 

differences can be found in the projected results by the AGCM 

under global warming [21]. As a result of global warming, the 

stronger temperature increase in the higher latitudes, the 

meridional gradients of air temperature became weak and 

westerly caused by thermal wind were weakened.  

Monsoon westerly in the Arabian Sea, which is associated 

with Somali jet, were projected to be stronger and to bring more 

abundant water vapor to the south of India and the Bay of 

Bengal. Under global warming, increase of water vapor and 

higher air temperature over the land than over the ocean were 

projected. It enhanced a giant land-sea breeze, Asian monsoon 

circulation. As a result of the changes in the synoptic scale flow 

patterns and precipitation under the global warming, the 

increase of annual mean surface runoff was projected in a lot of 

Asian regions [22]. 

A new non-linear technique, Empirical Mode Decomposition 

(EMD) has recently been pioneered by Huang [23] for

adaptively representing non-stationary time series data. 

Although it proved remarkably effective the technique is faced 

with the difficulty of being essentially defined by an algorithm 

and therefore does not admitting an analytical formulation 

which would allow for a theoretical analysis and performance 

evaluation [23], [24]. In this study will attempt to obtain a better 

understanding of the variability of the regional climate 

measured by the changes in the surface air temperature. By 

applying several statistical techniques, including EMD analysis, 

the output of the study will document the detail features of the 

variability of temperature on various time scales. 

II. DATA AND METHODOLOGY

The following data sets have been used for this study. Daily 

minimum and maximum temperature data for adjoining areas in 

the Giridhi, Bihar, India were collected from Indian Statistical 

Institute (ISI), Kolkata database, for the period 1989 to 2004. 

All the weather parameters were measured with instruments 

specified by Indian Meteorological Department, Govt. of India. 

Climatologically, the area under study is located in the tropical 

Indian monsoon region. The climate of the area before the 

monsoon is characterized by a hot summer seasons, this is called 

pre-monsoon season. However in early March, the area also 

experiences the impact of western disturbances, resulting in 

significant rainfall. The main source of rainfall in March is the 

pre-monsoon thunderstorm. The month of April and May are 

almost free from western disturbances. The only source of 

rainfall in April is the pre-monsoon thunderstorms, the 

frequency of which is also much higher than in March [25].  

A. Empirical Mode Decomposition Method 

The Empirical Mode Decomposition (EMD) is recently 

developed method that is specifically designed to analyze the 

non-linear and non-stationary properties of a time series data 

[23], [26]. There is a straightforward assumption for EMD that 

the entire time series data must consist of simple intrinsic modes 

of oscillations. The mode, defined by the EMD method called 

intrinsic mode function (IMF).  

Figure 1 shows the flowchart of IMF computation. EMD 

naturally separates non-linear oscillatory patterns of higher 

frequencies from those of lower frequencies and trend. EMD 

method separates time series into intrinsic oscillations using 

local temporal and structural characteristics of the data [17]. 

Each IMF should satisfy two basic conditions: (i) in the whole 

data set, the number of extrema and the number of zero crossing 

must be the same or differ at most by one, (ii) the mean value of 

the envelope defined by the local maxima and the envelope 

defined by the local minima is always zero. The first condition is 

similar to the narrow-band requirement for a stationary 

Gaussian process and the second condition is a local 

requirement induced from the global one, and is necessary to 

ensure that the instantaneous frequency will not have redundant 

fluctuations as induced by asymmetric waveforms. There exist 

many approaches of computing EMD [27], [28]. The following 

algorithm is adopted here to decompose the signal x(t) into a set 

of IMF components. 

a) Initialize the residue r0(t)=x(t) and index of IMF k=1 

b) (i) set g0(t)=rk-1(t) and i=1

  (ii) Find the extrema (minima and maxima) of gi-1(t) 

   (iii) Compute upper and lower envelopes hi-1(t) and li-1(t) 

 (iv) Find mean envelope mi-1(t)=[hi-1(t)+li-1(t)]/2

 (v) Update gi(t)=gi-1(t)- mi-1(t) and i=i+1 

 (vi) Repeat steps (ii)-(v) until gi(t) being an IMF satisfying the 

above mentioned two basic conditions. If so, the k
th

 IMF 

Ck(t)=gi(t) and update residue rk(t)=rk-1(t)-Ck(t)
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c) Repeat step (b) with the index of IMF k=k+1 

At the end of EMD the time series x(t) is represented as:  

∑
=

+=
K

k

Kk rCtx
1

)(          (1) 

where K is the number of IMF components and rK is the final 

residue. The rK monotonously converges to a constant or takes a 

function with only one maximum and minimum such that no 

more IMF can be derived. 

Fig. 1 sifting process to compute EMD 

B. Instantaneous Frequency of IMF 

The instantaneous frequency (IF) represents the signal’s 

frequency at every time instance. IF is defined as the rate of 

change of the phase angle at the analysis time instant of the 

analytic version of the signal. Every IMF is a real valued signal 

and analytic signal method [29] is used to calculate the 

instantaneous frequency of each IMF.  

The analytic (complex) signal corresponding to a real signal k
th

IMF Ck(t) is defined as: 

)(
)()]([)()(

tj

kkkk
ketatCjtCtz

θ=+= h         (2) 

where []h  is the Hilbert transform operator, ak(t) and θk(t) are 

instantaneous amplitude and phase respectively of the k
th

 IMF. 

The Hilbert transform provides a phase-shift of ±π/2 to all 

frequency components, whilst leaving the magnitudes

unchanged [29].  The Hilbert transform of any arbitrary 

time-series s(t) can be defined as: 

∑
∞

≠−∞= −
=

t t

s
ts
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π ,
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)]([h       (3) 

With the definition, s(t) and )]([ tsh  together form a complex 

conjugate yielding the analytic signal )]([)( tsjts h+ . The 

analytic signal is advantageous to determine the instantaneous 

quantities such as energy, phase and frequency.  

So the corresponding instantaneous frequency of the k
th

 IMF 

can easily be derived as: 

                   
dt

td
t k

k

)(
~

)(
θ

ω =                        (4) 

where )(
~

tkθ  represents the unwrapped version of the phase 

vector )(tkθ . Using Eq. (2) and (4), the analytic signal 

associated with each of the IMFs and thus the instantaneous 

frequency of each of them is calculated. The overall effect of IF 

of all IMFs can be efficiently used as the time-frequency 

representation of the time domain signal.  

C. Hilbert Spectrum and its Contribution 

Hilbert Spectrum represents the distribution of the signal 

energy as a function of time and frequency. It is also designated 

as Hilbert amplitude spectrum H(l,t) or simply Hilbert 

spectrum(HS). After performing the Hilbert transform on each 

IMF, the time series data can be expressed as: 

⎟
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where ℜ(.) represents the real part of the complex number and 

only K IMFs are taken into consideration leaving the residue 

[23]. This expression enables to represent the amplitude and IF 

as a function of time.  To construct the Hilbert spectrum, the IF 

values are first normalized between 0 to 0.5. It reflects the 

Nyquist properties of the frequency domain representation. 

Each IF vector is multiplied by the scaling factor 

η=0.5/(IFmax-IFmin), where IFmax=Max(ω1, ω2,…,ωm,….,ωK) and 

IFmin=Min(ω1, ω2,…,ωm,….,ωK).  The bin spacing of the HS is 

0.5/B, where B is the number of desired frequency bins. The 

overall HS is expressed as the superposition of the individual 

IMFs’ HSs defined as [23]:  

∑
=

=
K

k

k
tlHtlH

1

)( ),(),(                              (6) 

where ),( tlH
k  is the HS of the k

th
 IMF. Hence, each element 

H(l,t) of the overall HS is defined as the weighted sum of the 

instantaneous amplitudes of all the IMFs at l
th

 frequency bin.    

∑
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l
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where the weight factor )()(
tw

l

k
 takes 1 if η×ωm(t) falls within 

l
th

 band, otherwise is 0. After computing the elements over the 

frequency bins, H represents the instantaneous signal spectrum 

in TF space as a 2D table. There are various forms to represent 

the Hilbert spectrum. If amplitude squared is more desirable 

commonly to represent energy density, then the squared values 

of amplitude can be substituted to produce the Hilbert energy 

r(t)=x(t)

Local minima and maxima extraction 

Upper and lower envelop fits by Spline 

interpolation 

Compute mean envelop m(t)

m(t)≈0

IMF Ck(t)=gj(t)

rk(t)=rk-1(t)-Ck(t)

gj+1(t)=gj(t)-m(t)

Ck(t)
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spectrum just as well. When the visualization is more preferable 

than the further analytic processing of the Hilbert spectrum, it 

can be presented as the smoothed version using some image 

filtering. It is noted that the time resolution of H is equal to the 

sampling rate and the frequency resolution can be chosen up to 

Nyquist limit. 

The marginal spectrum defines a measure of total energy 

contribution from each frequency value. It represents the 

cumulated amplitude over the entire data length in a 

probabilistic sense. As we have already derived the Hilbert 

spectrum H(l,t), the marginal spectrum h(l) can be easily 

defined as:  

∫=
t

dttlHlh ),()(                  (8) 

D. Efficiency of Decomposition 

To measure the efficiency of the decomposition it should also 

be checked the orthogonality of the decomposition. The 

elements should all be locally orthogonal to each other. Higher 

the orthogonality corresponds to less amount of information 

leakage (cross terms of the data) between the components. The 

amount of leakage usually depends on the length of data as well 

as the decomposition method [30].  

To check the orthogonality of IMFs from the EMD, an

overall index of orthogonality, IO, is defined [31] as: 
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where, n and k stand for the indices of IMFs. The residue is also

included to evaluate the IO and that is why n and k are extended 

to K+1 instead of K. In the decomposition of the above 

described temperature data the overall IO value is only 0.00025.  

The orthogonality can also be measured for any pair of 

components Cn(t) and Ck(t) as: 

∑
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The IMFs are interpreted as the basis vectors representing the 

data [24]. The EMD can also be treated as dyadic filter-bank 

[24], [27]. The focus in this study will be mainly on the most 

recent daily temperature records. The data analysis is performed 

by self written Matlab programs. 

III. RESULTS AND DISCUSSION

 This study examines daily temperature data using by EMD 

which is the best-suited method to analyze.  The 15 years daily 

basis temperature data and the decomposed the intrinsic mode 

function (IMFs) are shown in the following Figure 2. The EMD 

method is very effective on a climate data, the IMFs 

components are normally distributed and also energy density of 

IMF is Chi-square distribution. This result is consistent with the 

findings of Wu and Huang [24]. The results are statistically 

significance of information content for IMF components.

Fig. 2(a) EMD (IMF components and the final residue) of daily 

maximum temperature  

Fig. 2(b) EMD (IMF components and the final residue) of daily 

minimum temperature 

Every IMF is a real valued signal and analytic signal method 

[29] is used to calculate the instantaneous frequency of the 

IMFs. The increasing anthropogenic impact to recent warming 

due to enhancement of greenhouse gasses could extend the 
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range of uncertainties in our prediction [32]. 

To build H(l,t) in Eq. (7), the instantaneous frequency of each 

IMF is first scaled according to the given number of frequency 

bins. Figure 3 shows the Hilbert spectrum (HS) of the 

temperature data as shown in Figure 2 using 256 frequency bins. 

It represents that slow varying components in the data contains 

the most of the energy exhibited by the time series. Figure 2 

show that strong inter-annual fluctuations exists both the 

maximum and minimum temperature. In addition, a rising 

tendency can also be seen from the time series. The graph of the 

residual series showed that overall fitted the data although a 

slight under-prediction of extreme values is evident (Fig. 2 & 5). 

The residual series are slightly dependent which may be due to 

small underlying trends caused by El Nino or climate change. 

Fig. 3(a) Hilbert spectrum of maximum temperature using 256 

frequency bins after 3x3 Gaussian filtering 

Fig. 3(b) Hilbert spectrum of minimum temperature using 256 

frequency bins after 3x3 Gaussian filtering 

The HS can visualize the data in time and frequency scales at 

the same time. Regarding the temperature data, HS makes clear 

about the distribution of the frequent and non-frequent 

temperature change at any time over the entire data length. This 

type of analysis is very much influential in the study of global 

warming. There are various forms to present the Hilbert 

spectrum, the popular form is the color map presentation as 

shown in Figure 3. Any point in the color map presentation 

corresponds to the energy in dB (determined by the color bar 

placed at the right side of the HS) at any specific time and 

frequency. In this study, the visualization of the Hilbert 

spectrum is improved by using 3x3 Gaussian filtering. 

However, in marginal Hilbert spectrum, the energy at the 

frequency (ω), means there is a higher likelihood that an 

oscillation with such a frequency exists. 

A. IMF Component and its Probability Distribution 

The study examines the probability distribution of individual 

IMFs shown in Figure 4. The probability density function for 

each IMF is approximately normally distributed, which is 

evident from the superimposed fitted normal distribution 

function. From the large sample theory, this fit is expected from 

Central Limit Theorem (CLT). 

Fig. 4(a) probability distribution of the IMFs of maximum temperature 

Fig. 4(b) probability distribution of the IMFs of minimum temperature

Definitely the deviation from the normal distribution function 

grows as the mode number increases (Fig. 4). This is because, in 

the higher frequency modes, the IMFs contain the smaller 

number of oscillations, therefore, the number of events 

decreases and the distribution becomes less smooth. When 

sample size is large, the IMFs of the higher frequency modes 



International Journal of Earth, Energy and Environmental Sciences

ISSN: 2517-942X

Vol:1, No:7, 2007

74

will have more oscillations and the distribution will follow the 

normal distribution according to the CLT. The probability 

density function theory for a time series that has a normal 

distribution, its energy should have a Chi-square distribution 

[33]. The IMFs isolate physical processes of various time-scales 

and also give the temporal variation with the processes without 

resorting to the linear assumptions. They can also show the 

non-linear distortion of the waveform locally as discussed by 

Wu et al. [20]. Finally, IMFs can be effectively used to construct 

the time-frequency distribution in the form of a Hilbert 

spectrum, which offers details of the time variation of the 

underlying processes. 

B. Efficiency Measure of IMF Components 

A new technique for analyzing the special scaling structure of 

climatic fields has been discussed. An EMD analysis linearly 

decomposes temperature data into a finite set of IMFs, which 

are approximated by mutually orthogonal and sum of all IMFs 

including residue gets back to the original data with a negligible 

error.  

Fig. 5(a) stepwise reconstruction from EMD of maximum temperature; 

the upper one (black) is the original data and the lower one (green) is 

the stepwise reconstruction 

With step-by-step adding of the IMF components, the sum of 

all components produces the time series which is very much 

similar to the original data as shown in Figure 5. Considering the 

entire data length, the maximum difference between the original 

and reconstructed data is of the order of 10
-14

. 

The elements of an efficient decomposition should be locally 

orthogonal to each other. Higher the orthogonality corresponds 

to less amount of information leakage between the elements. 

The amount of leakage usually depends on the length of data as 

well as the decomposition method [34]. 

Fig. 5(b) stepwise reconstruction from EMD of minimum temperature; 

the upper one (black) is the original data and the lower one (green) is 

the stepwise reconstruction 

The orthogonality values between all possible pairs of IMF 

components are shown in Figure 6. The x and y axis represent 

the indices of the decomposed components (IMF here) and the 

value of z-axis shows the index on orthogonality between the 

pair of components. It is noted that the maximum value of the 

index of orthogonality is of the order 8×10
-5

 which is very much 

less than the value of 0.001 proposed by Chang et al. [31].  

Fig. 6(a) orthogonality between the IMFs for maximum temperature 
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Fig. 6(b) orthogonality between the IMFs for minimum temperature 

Fig. 7(a) correlation between IMFs for maximum temperature 

Fig. 7(b) correlation between IMFs for minimum temperature 

By observing the completeness and orthogonality, the study 

concluded that the EMD method is well fitted to analyze the 

time series of temperature data. Figure 7 shows the correlation 

of IMFs for both maximum and minimum temperature. It 

indicates the IMF components are not correlated and hence a 

proper decomposition is achieved. 

C. Computational Cost Benefit Analysis of IMF 

Components 

Some other properties of the IMF components can also be 

useful to understand easily the analysis method of 15 years daily 

temperature data. The parameters values computed from the 

temperature data are listed in Table-I and Table-II. The mean 

period (calculated as the total number of extrema divided by the 

number of data samples) serves the information that how the 

EMD works as the filter-bank in data analysis. The percentage 

of energy content represents that how much energy of the data is 

contained by each IMF components and the variance offers the 

amount of information contained by the corresponding IMF. 

Finally the number of iteration required to compute individual 

IMF provides the idea about the computational cost of the 

analysis. The empirical findings are almost identical to those 

reported by Flandrin et al. [27]. 

TABLE- I 

SOME VALUABLE PARAMETERS OF EMD FOR MAXIMUM TEMPERATURE

IMF Mean 

Period 

% of 

Energy 

% of 

Variance 

No. of 

Iteration 

IMF1 0.3161 6.5599 3.9329 83 

IMF2 0.1604 7.3642 4.9056 58 

IMF3 0.0890 7.2141 4.5844 51 

IMF4 0.0482 8.4089 6.4040 20 

IMF5 0.0273 5.6837 2.6696 36 

IMF6 0.0132 9.4468 9.0876 17 

IMF7 0.0050 20.9887 31.0227 15 

IMF8 0.0030 20.7931 31.2409 7 

IMF9 0.0016 6.9380 4.3836 16 

IMF10 0.0009 4.7700 1.5088 7 

IMF11 0.0004 1.8325 0.2599 12 

TABLE- II 

SOME VALUABLE PARAMETERS OF EMD FOR MINIMUM TEMPERATURE

IMF Mean 

Period 

% of 

Energy 

% of 

Variance 

No. of 

Iteration 

IMF1 0.3144 5.6123 2.1344 39 

IMF2 0.1599 4.8425 1.5340 252 

IMF3 0.0931 5.6961 2.1701 20 

IMF4 0.0483 5.3102 1.7632 21 

IMF5 0.0244 4.8265 1.3867 19 

IMF6 0.0109 6.8594 2.7849 24 

IMF7 0.0039 29.4860 48.7564 12 

IMF8 0.0021 25.1336 36.0538 11 

IMF9 0.0012 5.8507 1.6981 7 

IMF10 0.0005 6.3827 1.7184 4 

IV. CONCLUSIONS

The EMD method is highly data adaptive and efficient for 

nonlinear and non-stationary time series. The output of the 

analysis is also presented as a time-frequency-energy 

distribution, designated as the Hilbert Spectrum. The main 

superiority of this method are to apply the EMD method 
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yielding IMFs based on local properties of the signal and the 

instantaneous frequencies for complicated data sets, which 

eliminate the need for spurious harmonics to represent 

non-linear and non-stationary signals. The EMD is a new 

approach to many researchers in climate research. This study 

plays a vital role for analysis the properties of non-linear and 

non-stationary daily temperature time series data. This study 

focuses the relation between the temperature variability and 

global warming using EMD data analyzing method.  

The results showed that most of the IMFs have normal 

distribution. Therefore, the energy density distribution of an 

IMF samples satisfy Chi-square distribution. The IMFs 

partitions the time series as a function of time-scale (frequency) 

in a statistically significant way. The residual series show that 

the data is overall fitted though a slight under-prediction of 

extreme values is occurred due to small underlying trends 

caused by El Nino or climate change. Some further statistical 

research would be needed to address these problems. The IMFs, 

each carrying its own time scales, could be used in statistical 

prediction of future climate scenarios. However, those climate 

predictions still remain as a challenge for future research. 
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