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 
Abstract—For optimal unbiased filter as mean-square and in the 

case of functioning anomalous noises in the observation memory 
channel, we have proved insensitivity of filter to inaccurate 
knowledge of the anomalous noise intensity matrix and its 
equivalence to truncated filter plotted only by non anomalous 
components of an observation vector. 
 

Keywords—Mathematical expectation, filtration, anomalous 
noise, memory. 

I. INTRODUCTION 

HE article considers the topical estimations of 
multidimensional dynamic systems, the behaviour of 

which is described through stochastic differential equations. In 
this paper some filter properties, the synthesis of which was 
carried out in [1] are investigated. Problems of casual 
processes estimation, as well as problems detecting anomalous 
noises are of both theoretical and practical interest. To 
measure channel models with memory unit, the multiplicity of 
which is based on suggested algorithm synthesis, is optimal as 
mean square does not exclude the filter - interpolation of the 
performance analysis of estimated algorithm. 

II. ANALYSIS OF SENSITIVITY 

Filter sensitivity determined by theorem in [1], to inaccurate 
knowledge of matrix of anomalous noise intensity is 

investigated using the technique [2], [3]. Suppose  t is 

correct, i.e.  tQ  - the noise intensity matrix used in the filter, 

and  tr ,~ 0   - a real estimation error  tr ,~  . The equation 

for  tr ,~  follows from [1] 
 

              ,],~[
~

,~~
,~ ttHtztKttFt rrrr        (1) 

 

where  tzr  - real observations with real matrix of intensity 

 t  for  ,tf  
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      ,
~ TCtCtRtR                             (3) 

 

where  tH 0

~
 and  tH1

~
 are determined by (9), (10) in [1]. 

Process       ,,~  xtxtx   as it follows from (1), (13), (15) 

in [1], is determined by  
 

       .~,~~
,~ ttxtFtx  

      (4) 
 

As  
       ,~,~ ttxtHtz r                           (5) 

 
where 

     ,~ tCftt                              (6) 
 

Then from (1), (4) it follows that an error  tr ,~ 0   of real 

estimate  tr ,~   is determined by  
 

           ,~~~,~,~ 0
0

0 ttKtttFt rr             (7) 
 

where        .~~
0 tHtKtFtF   Then, similarly (29) in [1], the 

solution (5) is written as 
 

             0 0
0 0 0

0

, , , , .
t

r rt Ф t t t Ф t t K d                

                       (8) 
 

Hence, taking independence into account  ,,0 tx 

   tft , it follows that the matrix of second moment of real 

estimation error        Trrr ttМt ,~,~,
~ 00    is expressed 

by  
 

           
                  


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,,~,~,,
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


(9) 
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According to [1]  
 

        .~~   QM T       (10) 
 

As  t  and  tf  are independent in the problem formula 

and correct value of intensity matrix  tf  is equal to  ,t  

then according to [1] 
 

             ,~~
00

TTT CfCfRM    (11) 
 

where       .TT CCRR    As      ,~~
tYtKtK   then 

after substitution (10), (11) in (9) taking unbiasedness property 

  0
~

CtY  and properties of   - Dirac function into account 

we obtain: 
 

     
     




t

T
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0
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,,,
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
                   (12) 

 
where 

         .~~~
 TKtRKtQtQ         (13) 

 
Differentiating (12) over t results in 
 

         
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           (14) 

 
Let us introduce and consider the sensitivity function 
 

   

ijij
ij

r
ij

tГ
t










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~
                       (15) 

 

of second moment matrix  tГ r ,
~   of real estimation error to 

 ji, - matrix element of anomalous noise intensity. Then from 

(12) and (13) the following equation for  tij is 

 

       , 0 ,T T
ij ij ijt K t CI C K t O             (16) 

 

where ijI  Boolean  rr   - matrix, which unit is situated at 

 ji,  while other elements are null. As      ,~~
tYtKtK  and 

taking unbiased property into account   0
~

CtY  we obtain

  0tij  for all i r j r 1 1; , ; .  Thus, we can state the 

following: 
Theorem 1. Optimal unbiased filter as the mean-square 
synthesized in [1], is insensitive to the inaccurate knowledge 
of matrix of anomalous noise intensity. 

Let us investigate the Bayesian unbiased filter with memory 
in terms of the sensitivity property relative to inaccurate 

knowledge of matrix of anomalous noise intensity. The filter 
is determined by the equation in [1] 

 

                .,~,~~
,~

0 tCfttHtztKttFt      (17) 
 

Then the real estimation for it is  tr ,~   and the error 

 tr ,~0   will be determined by 
 

                ,,~,~~
,~

0 tCfttHtztKttFt rrr        (18) 
 

              ,~~,~~~
,~ 00 tfCttKtttFt rr          (19) 

 

where              ,~
,

~~~
0 tftftftHtKtFtF   obtained 

similarly to (1), (7). In the case of introducing a transfer 

matrix  ,,
~ tФ  corresponding to matrix results in the 

following equation for  tГ r ,
~  Bayesian filter with memory  

 

         
       ,~

~~
,

~
,
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,

~

tQtKtRtK

tFtГtГtFtГ
T

T
rrr







            (20) 

 
The derivation of this equation is similar to the derivation of 
(14). The equation for a sensitivity function (15) according to 
(20) is written as  
 

        .00,  ij
TT

ijij tKCCItKt
   

 (21) 

 
Thus, 

     
t

TT
ijij dKCCIKt

0
,               (22) 

 
i.e. Bayesian filter with memory is insensitive to inaccurate 
knowledge of matrix of anomalous noise intensity.   

III. FILTER STRUCTURE 

Suppose riii ,...,, 21  - component numbers of the vector of 

observation  ,tz where the components      tftftf r...,,, 21  

of anomalous noises function  .tf  Suppose  tz  - is a vector 

of size  ,rl  which is obtained from observation vector  tz
excluding anomalous components      tztztz

riii ..,,.,
21

. 

Suppose  ,0 tH  tH1 are matrices of size   ,nrl   and 

 tR  is a matrix of size     rlrl  , which can be obtained 

from matrices  ,0 tH  tH 1 excluding rows and 

correspondingly excluding rows and columns with numbers 

riii ,...,, 21 . Thus the observed process is of  tz  size of  rl   

form 
 

                 0 1 , ,z t H t x t H t x t H t x t t        (23) 
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where       ,10 tHtHtH  and  t is vector of size  ,rl   

which is obtained from vector of regular noises excluding 
components with numbers riii ,...,, 21 , and will be free from 

anomalous noises. Process  tz  will be called the truncated 

vector of observations, and Bayesian optimal filter as mean-
square, plotted by  tz , will be called the  truncated filter.  

Statement. The truncated filter is determined by 
 

           ,~~
1

0 tztRtHttFt T              (24) 
 

       ,~~
, 1

1 tztRtHt T                   (25) 
 

                 1
0 0 ,T TГ t F t t t F t Q t H t R t H t          

(26) 
 

       ,
~~

, 1
1

111 tHtRtHtГ T             (27) 
 

           ,
~~

,, 1
1

00101 tHtRtHttFtГ T          (28) 
 
where 

         
     ,,

~
],)([

~
10

ttHtz

ttHttHtztz








     (29) 

 

         ,,
~

01100 tГtHttHtH Т                 (30) 
 

         .,,
~

1
1110101 tГtHttHtH               (31) 

 
This follows from the statement [1]. 
Theorem 2. The filter determined by the theorem in [1], and 
the truncated filter are equivalent. 
Proof. It is evident that the truncated filter and the filter, 
determined in [1] are written as 
 

         ,~
,

~~,
~

tztKttF
dt

td
 

      
(32) 

 

         

         ,,
~

,
~

~
,

~
,

~~,
~

1 tГtHtRtHtГ

tFtГtГtF
dt

tГd

T

T







               (33) 

 

         ,~~
,~~,ˆ

tztKttF
dt

td
 

       
(34) 

 

         

             ,~
,

~~~
,

~

~
,

~
,

~~,
~

1 tQtГtHtYtRtHtГ

tFtГtГtF
dt

tГd

T

T





 


        (35) 

 
where 

       ,,
~

1 tRtHtГtK          (36) 

             .~
,

~
,

~~ 1 tRtHtГtKtYtKtK T      (37) 
 
From (32)-(35) it follows that, the proof of this theorem can 

be reduced to proving relations 
 

       ,~~~
tztKtztK         (38) 

 

             .~~ 11 tHtYtRtHtHtRtH TT             (39) 

 
We first prove (39). Let us derive and consider Boolean 

  lrl   - matrix Е, which is obtained from the identity 

matrix of size  ll   excluding the rows with numbers 

riii ,...,, 21 . As    ,tEHtH      ,TEtERtR  the proof of 

(39) can be reduced to 
 

      .~~ 11
tYtREEtERE TT 

       (40) 
 

As       TCtCtRtR 
~

 [1], then [4] 
 

            .~ 1111111 tRCCtRCtCtRtRtR TT        (41) 
 

Multiplying both sides of (42) by TC on the left and by C  
on the right, and then removing the right side according (41), 
we have 
 

        .
~ 1111

  CtRCtCtRC TT

    (42) 
 

From (42) it follows 
 

        .
~ 1111   CtRCCtRCt TT

   (43) 

 

Multiplying both sides of (41) by TC on the left and by C  

on the right and taking       TCtCtRtR 
~

into account the 

result is 
 

          .
~~ 1111 TTTT CCtRCCCCtRCCtRtR

      (44) 
 

Let us rewrite (44) as 
 

          .
~~ 1111 TTTT CCtRCCtRCCtRCCtR

    (45) 
 

From (45), with regard to     ,
~~ 1

lItRtR      lItRtR 1 it 

follows  
 

            

             .

~~~~~~

11111

11111

tRtRCCtRCCtRtRtR

tRtRCCtRCCtRtRtR

TT

TT











 

     (46) 
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Suppose  t
~

 - left side of (44). Using for  tR~ , as factors 

in a square bracket on the left and on the right in (46), (11) 
from [1], we have 

 

              ,~~~~~ 11111 tRtRCCtRCCtRtRtRt TT





    (47) 

 
Thus, from (46) it follows that 

 

        
        .

~~~~

11111

11111

tRCCtRCCtRtR

tRCCtRCCtRtR

TT

TT








            (48) 

 
Using (48) in (40), taking into account (46), 

    tCYItY l 
~

 from [1], we get the proof of (39) which 

can be reduced to the proof of identity 
 

          .1111

l
TTTT ItRCCtRCCEEtEREtR  

 (49)  
 
Let us denote, 
 

    
     2

111

1

1
,

AtRCCtRCC

AEEtEREtR

TT

TT








     

  (50) 

 

According to the plotting of matrices C  and E  we get that 
.OEC  using this property shows that for matrices 1A  and 

2A  follows 
 

., 1221 OAAOAA             (51) 
 

For the ranks of arbitrary matrices A  and B  the properties 
are valid [4] 
 

       ABBrkABArkABrk            (52) 
 

Taking into account that invertible matrix are ,1  DD

we have a consistent application (52) to 1A and A2 . 
 

     ,1

1


 EEEtERErkArk TT                  (53) 
 

     .11
2

TT CCtRCCCrkArk
                (54) 

 

Since by construction E  - matrix is with linearly 
independent rows and C  - matrixis with linearly independent 
columns, then [5] 
 

., rrl ICCIEE  


                      (55) 
 

Using (55) and (52) in (53) and (54), we have 
 

   
    .

,

2

1

rCrkArk

rlErkArk
T

T




             (56) 

Hence 
    .21 lArkArk                              (57) 

 

From (48) we get that ,, 2
2
21

2
1 AAAA   i.e. matrices 1A  

and 2A which are projection matrices [6]. Since the projection 

matrices fulfil the conditions of (51) and (56) have the 
property ,21 lIAA   then taking into account (50) it proves 

(49), and also (39).  
Let us prove (38). Since having proved (39), we have 

proved the equality    tГtГ ,
~

,
~

  .From (36)-(38) it follows 

that, the proof of (38) is equivalent to the proof of the 
following relation 
 

             .~~~~ 11 tztYtRtHtztRtH TT       (58) 
 
As  

             tEtERtRtEHtHtzEtz T ,,~~
.     (59) 

 
From (57) it follows that, the proof of (38) can be reduced to 
the proof of (40), which completes the proof of the Theorem.                      
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