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Abstract—Adaptive echo cancellers with two-path algorithm are 

applied to avoid the false adaptation during the double-talk situation. 
In the two-path algorithm, several transfer logic solutions have been 
proposed to control the filter update. This paper presents an improved 
transfer logic solution. It improves the convergence speed of the 
two-path algorithm, and allows the reduction of the memory elements 
and computational complexity. Results of simulations show the 
improved performance of the proposed solution. 
 

Keywords—Acoustic echo cancellation, Echo return loss 
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I. INTRODUCTION 
COUSTIC echo cancellers (AECs) with adaptive filters are 
widely used to remove the acoustic echo resulting from 

the acoustic coupling between the loudspeaker and the 
microphone. However, a serious problem is the double-talk, 
i.e., the near-end and far-end talkers are active simultaneously. 
During the double-talk, the near-end speech that behaves as the 
uncorrelated noise may cause the adaptive filter to diverge. For 
this reason, several double-talk detectors (DTDs) have been 
proposed for halting the adaptation [1-4]. It is difficult to 
distinguish between the double-talk and echo path change for 
these DTDs. To overcome this problem, two-path adaptive 
echo canceller has been employed [5-11]. In this scheme, the 
echo canceller comprises a background (adaptive) filter and a 
foreground (non-adaptive) filter. The background filter adapts 
continuously, while the foreground filter is mostly 
non-adaptive and kept in fixed state. Both filters operate on the 
same input signals in order to cancel the same echo signal and 
the error signal of the foreground filter serves as the output. 
When the background filter is judged to perform better than the 
foreground filter, the coefficients of the background filter are 
copied into the foreground filter. 

In the two-path algorithm, the copying of coefficients from 
the background filter to the foreground filter is controlled by 
the transfer logic. Only when all the transfer logic conditions 
are met, the coefficient copying is permitted. The conventional 
two-path (CTP) solution in [5] is based on the comparison of 
the output error of the foreground and background filter. This 
solution does not avoid the erroneous coefficient copying in the 
double-talk situation. An improvement of the conventional 
two-path solution (ITP) improves the convergence speed of the  
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two-path algorithm and prevents from the erroneous coefficient 
copying [6]. However, it needs increased memory elements and 
computational complexity. 

In this paper, we present an improved transfer logic solution 
for the two-path algorithm. This transfer logic solution relies on 
the comparison of the echo return loss enhancement (ERLE). It 
improves the convergence speed of the two-path algorithm, and 
allows the reduction of the memory elements and 
computational complexity.  

This paper is organized as follows. Section II introduces 
two-path adaptive model and derives the previous transfer logic 
solutions. Section III presents the proposed transfer logic and 
computer simulations are illustrated in section IV. Conclusions 
are given in section V. 

II. TWO-PATH ECHO CANCELLER 

A. Two-Path Structure 
A block diagram of the two-path echo canceller is shown in 

Fig. 1. The signal ( )x n  (often referred to as the far-end signal) 
excites the echo path and produces an echo signal ( )d n . The 
microphone signal ( )z n  includes not only the echo, but also the 
background noise ( )v n  and possible near-end speech ( )s n , 
i.e., ( ) ( ) ( ) ( )z n d n v n s n= + + . The foreground filter which is 
modeled as a finite impulse response (FIR) filter, produces the 
acoustic estimated echo $ ( )fd n . By subtracting the estimated 
echo from the microphone signal, the echo-cancelled error 
signal is obtained by 

 x n

 s n

 b nh ( )f nh

( )bd n ( )fd n
( )d n

 v n fe n

h

 be n  z n

 Fig.1 Two-path structure 
$ $( ) ( ) ( ) ( ) ( ) ( ),T

fffe n z n d n z n n n= − = − h x                   (1) 

where $ $ $
,0 , 1( ) [ ( ), , ( )]T

f f Ln h n h n−=fh L  is the foreground filter and 
( ) [ ( ), , ( 1)]Tn x n x n L= − +x L  is the input vector, L  is the filter 

length , [ ]T�  denotes the matrix transpose. 
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For the background filter, the error signal is produced like (1) 

$ $( ) ( ) ( ) ( ) ( ) ( ),T
bbbe n z n d n z n n n= − = − h x                   (2) 

where $ $ $
,0 , 1( ) [ ( ), , ( )]T

b b Ln h n h n−=bh L  is the background filter. The 
background filter is continuously updated using the NLMS 
algorithm 

( ) ( )
( )*

2

( )
1 ,

( )
b

b b

e n n
n n

n

x
w w

x

m

e
+ = +

+
                     (3) 

where �  is the Euclidian norm of a vector, μ  is a step-size 
and ε is a regularization parameter. 

B. Conventional Two-path (CTP) Solution 
In the CTP solution [5, 6], the copy of the filter coefficients 

is controlled by comparing the short term powers of the 
signals ( )fe n , ( )be n and ( )x n . The update conditions are 
expressed by 

,

( )
,

( )
b

b f

f

e
e e

e

P n
P n

α<                              (4) 

,

( )
,

( )
b

b

e
e x

x

P n
P n

α<                                  (5) 

where ,b fe eα and ,be xα are thresholds and the short term power 

can be estimated by 
1

2

0

1( ) ( ),
K

x
k

P n x n k
K

−

=

= −∑                                (6) 

Thus, the foreground filter update performs in the following 
manner 

$
$

$

( ), if  (4) and (5) are true
( 1)

( ) otherwise

b
f

f

n
n

n

⎧                ⎪+ = ⋅  ⎨
 ,     ⎪⎩

h
h

h
        (7) 

In (7), the copy of the filter coefficients is permitted from the 
background filter to the foreground filter if the conditions (4) 
and (5) are true. Condition (4) can be figured as the core 
condition and verifies whether the background filter performs 
better than the foreground filter, while condition (5) is used to 
judge the presence of double-talk which prevents deadlock in 
the echo path change situation. 

A major drawback of the CTP is the tradeoff between the 
convergence speed and stability. During the double-talk, due to 
minor cancellation of the near-end speech, there is a risk of 
erroneous coefficient copying [6]. To avoid the risk of 
erroneous copying, the threshold ,b fe eα  must be set to a suitable 

low level. However, setting ,b fe eα  low reduces the convergence 

speed. Furthermore, too low ,be xα  may halt the coefficient 
copying. The suitable threshold choice is setting the ,be xα  as 
low as the application allows, and then setting ,b fe eα as high as 

possible for ensuring the convergence speed. Unfortunately, 
this choice of the thresholds which satisfies the robustness may 
sacrifice the convergence speed [6]. 

C. Improved Two-path (ITP) Solution 
The ITP solution is proposed in [6] to increase the 

convergence speed of the two-path algorithm. It depends on a 
complementary update condition by use of estimating the 
normalized square deviation (NSD). The NSD of the 
background filter is calculated as 

$1 2
,0

2

( ( ))
( ) ,

L
b ll l

b

h h n
nξ

−
= −

= ∑
h

                              (8) 

where 0 , 1[ , , ]T
b Lh h −=h L  is the impulse response vector of the 

loudspeaker-enclosure-microphone (LEM). 
The NSD of the foreground filter ( )f nξ  can still be 

calculated in the manner of (8). Thus, the core condition which 
determines whether the foreground filter should be updated is 
given by 

( ) ( )b fn nξ ξ< ⋅                                   (9) 
Due to the unknown LEM impulse response, h , the NSD in 

(8) is not accessible. In order to obtain the estimated square 
deviation, an artificial delay of M samples is inserted into the 
signal path of ( )Z n  before the sub-traction yielding ( )be n , as 
shown in Fig. 2. The output signal is artificially delayed by M  
samples. Hence, the background filter is increased by M taps, 
resulting in an extended background filter ( )e nh , that is 

$

$

( )
( ) ,

( )

I
e

b

n
n

n

⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎣ ⎦

h
h

h
                               (10) 

where $ $ $
,0 , -1( ) [ ( ) , ( )]T

I I I Mn h n h n=h L,   . 

 x n

 s n

 b nh ( )f nh

( )bd n ( )fd n ( )d n

 v n fe n

h

 be n  z n

$ ( )I nh

 Fig.2 Two-path structure for ITP solution 
Thus, the complementary update condition can be given by 

$

$ ,
( ) ,
( )

b
b f

f

n
n

ξ α
ξ

<                                              (11) 

where ,b fα  is a threshold. 

The foreground deviation estimate $ ( )f nξ  is updated by the 
previous deviation estimate of the background filter, this can be 
expressed by 

$
$

$

( ), if  updating the foregroud filter is true
( 1)

( ) otherwise
b

f

f

n
n

n

ξ
ξ

ξ

⎧        ⎪+ = ⋅  ⎨
 ,    ⎪⎩

 (12) 

The foreground filter update is then given by 

$
$

$

( ), if  [(4) or (11)] and (5) are true
( 1)

( ) otherwise

b
f

f

n
n

n

⎧                  ⎪+ = ,  ⎨
 ,    ⎪⎩

h
h

h
     (13) 

Note that condition (11) is only a complementary update 
condition. It helps increase the convergence speed, but can not 
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replace the previous condition (4). When the echo path change 
occurs, $ ( )b nξ  becomes large and the update is stalled. In this 
situation, the filter update must be triggered by the condition 
(4). 

Due to the increased M  taps for estimating the NSD, the 
ITP needs M  more memory elements. The background filter 
requires about 2M  extra additions and 2M  extra 
multiplications at every adaptation as compared to the CTP 
solution. 

III. PROPOSED TRANSFER LOGIC 
In this section, we present the new transfer logic. It obtains a 

tradeoff between the convergence speed and computational 
complexity. The idea of the proposed one is based on the 
comparison between the ERLE of the background filter, ( )bC n , 
and reference ERLE, rC . The reference ERLE, rC , represents 
the best-attained canceling performance of the background and 
foreground filter. The ERLE of the background filter at time n  
can be computed by 

1 2

0
1 2

0

( )
( ) ,

( )

K

k
b K

bk

z n k
C n

e n k

−

=
−

=

−
=

−
∑
∑

                          (14) 

where K  denotes the filter update interval. 
By comparing ( )bC n  with the reference value rC , the 

decision of filter update is made. If ( )bC n  is larger than rC , it 
indicates that the background filter has a better canceling 
performance than the present best one, and the filter update 
should be performed. Hence, the proposed update condition 
can be expressed by 

0
( ) ,b

r

C n
C

α>                                 (15) 

where 0α  is a threshold and should be set to 0 1α ≥ . 
The proposed condition (15) can replace the condition (11) 

to form the foreground filter update condition and it is given by 

$
$

$

( ), if  [(4) or (15)] and (5) are true
( 1)

( ) otherwise

b
f

f

n
n

n

⎧                  ⎪+ = ⋅    ⎨
 ,    ⎪⎩

h
h

h
  (16) 

If the foreground filter is updated, the current reference 
ERLE should be replaced by a new reference value which is the 
maximum ERLE of the background and foreground filter. The 
reference value update is given by 

max{ ( ), ( )}, if  updating the foregroud filter is true
,

otherwise
b f

r
r

C n C n
C

C

    ⎧⎪= ⎨
 ,                             ⎪⎩

 

(17) 
where ( )fC n  is the ERLE of the foreground filter and can be 
computed by 
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0
21

0
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z n k
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e n k
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−
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−
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∑
∑

                         (18) 

Like the condition (11), (15) is only a complementary update 
condition. When the echo path change occurs, the condition (4) 
is used to trigger the filter update. During the double-talk, the 
near-end speech leads to the decrease of the ERLE of the 

background filter, even though there is a minor cancellation of 
the near-end speech. Hence, the foreground filter update can be 
halted in this situation. 

Compared to the ITP solution, since there is unnecessary to 
extend the background filter by M  coefficients, the proposed 
solution can save 2M  additions and 2M  multiplications at 
every adaptation. 

IV. SIMULATION RESULTS 
Several simulations are presented to evaluate the 

performance of the proposed update condition. As shown in 
Fig. 3, speech signal is used as the input signal ( )x n and its 
sampling frequency is 8 kHz. For the doubletalk, the near end 
speech occurs at the Ith sample, and the signal ( )z n  is obtained 
by 

( ) ( ), if  
( ) ,

( ) ( ) ( ) otherwise
d n v n n < I

z n
d n v n as n

+                   ⎧
=   ⎨ + +  ,    ⎩

                           (19) 

where a  is the parameter that controls the near-end speech 
level. 

Fig. 3. Speech signals. (a) Far-end signal. (b) Near-end signal. 
Double talk occurs at about 26s. 

In the echo path change situation, the echo path change 
occurs at the Jth sample, the signal ( )z n  is given by 

1

2

( ) ( ), if  
( ) ,

( ) ( ) otherwise

T

T

n v n n < J
z n

n v n

⎧ +       ⎪=     ⎨
+  ,    ⎪⎩

h x

h x
                           (20) 

where 1h  and 2h  are two different echo paths used in the 
simulations. 

The unknown echo paths 1h  and 2h  are illustrated in Fig 4(a) 
and Fig 4(b) respectively. The length of them is 1024. The 
length of the background and foreground filters is identical 
with that of 1h , 1024L = . The threshold ,be xα  is set to 18dB−  
and ,b fe eα  is set to 12dB−  which is the highest possible setting 
for guaranteeing robustness during the double-talk. The 
thresholds ,b fα  and 0α  are set to 0dB. In addition, the other 
parameters I  , J , μ , κ , ε  and δ  can be configured 
depending on the application in practice. All parameter settings 
used in the simulations are shown in Table I. 
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Fig. 4 Echo paths (a) 1h . (b) 2h  

 
TABLE I 

PARAMETER SETTINGS 

Parameters Value 

L  1024 
K  2000 
M  20 
μ  0.4 
ε  0.05 
κ  0 
δ  0.01 

,b fe eα  -12dB 

,be xα  -18dB 

,b fα  0dB 

0α  0dB 

I   208000 
J  160000 
a  0.25 

 
Fig. 5 shows the tradeoff between the convergence speed of 

the foreground filter and its robustness to the doubletalk for the 
CTP solution. Two different ,b fe eα threshold settings are used. 
We can see in Fig. 5(a) that too high threshold- , 6dB

b fe eα = −  

has no ability to detect the doubletalk but achieves the faster 
convergence speed, while in Fig. 5(b) with , 12dB

b fe eα = − , the 

slower foreground filter convergence speed and a larger 
steady-state NSD can be observed. However, this avoids the 
failure of detecting doubletalk. Furthermore, in the upper plot 
the foreground filter NSD can reach -25dB, and only -20dB 
NSD is obtained in the lower plot. 

Fig. 6 shows the doubletalk situation for the ITP solution (a) 
and proposed solution (b). The threshold ,b fα  and 0α  are set to 
0dB. As can be seen in Fig. 6, both the ITP and proposed 
solution are robust during doubletalk which starts after 26 s. 
The foreground filter NSD of two solutions can reach -25dB.  

Fig. 7 illustrates the ERLR performance of the proposed 
solution in the doubletalk situation. It is clear to see that after 
26s, the ERLR of the background and foreground filter 

decreases because of the presence of the near-end speech. 
Therefore, as shown in Fig. 6(b), the proposed solution is able 
to detect this ERLE decreasing and halt the filter update in the 
doubletalk. 

  
Fig. 5 NSD of background filter (solid line) and foreground filter 

(dotted line) in the CTP solution for two different ,b fe eα  settings in 

a doubletalk situation and doubletalk occurs after 26 s. (a) 
, 6dB

b fe eα = − , non-robust. (b) , 12dB
b fe eα = − , robust 

  
Fig. 6 NSD of background filter (solid line) and foreground filter 

(dotted line) for the ITP and proposed solution in a doubletalk 
situation. Doubletalk occurs after 26 s. (a) NSD for the ITP, 

, 0dBb fα = . (b) NSD for the proposed solution, 0 0dBα =  

 
Fig. 7 ERLR of background filter (solid line) and foreground filter 

(dotted line) for the proposed solution in a doubletalk situation. 
Doubletalk occurs after 26 s 
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Fig. 8 NSD comparison of the CTP, ITP and proposed solutions for 
different step-size in the echo path change situation. Echo path change 

occurs from 1h to 2h at 20 s 

(a) =0.4μ . (b) =0.2μ . (c) =0.1μ . 
Fig. 8 demonstrates the NSD comparison of three transfer 

logic solutions for different values of step size. The echo path 
change occurs at 20 s. It can be seen that both the ITP and 
proposed solution increase the convergence speed of the 
foreground filter, as compared to the CTP foreground filter. 

V. CONCLUSION 
An improved transfer logic solution of two-path algorithm 

for acoustic echo cancellation is proposed. This solution 
depends on the comparison between the ERLE of the 
background filter and reference ERLE. It not only increases the 
convergence speed of two-path algorithm, but also retains low 
computational complexity compared to the previous solutions. 
Simulation results show the efficiency of the proposed solution. 
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