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#### Abstract

Genome rearrangement is an important area in computational biology and bioinformatics. The basic problem in genome rearrangements is to compute the edit distance, i.e., the minimum number of operations needed to transform one genome into another. Unfortunately, unsigned genome rearrangement problem is NP-hard. In this study an improved ant colony optimization algorithm to approximate the edit distance is proposed. The main idea is to convert the unsigned permutation to signed permutation and evaluate the ants by using Kaplan algorithm. Two new operations are added to the standard ant colony algorithm: Replacing the worst ants by resampling the ants from a new probability distribution and applying the crossover operations on the best ants. The proposed algorithm is tested and compared with the improved breakpoint reversal sort algorithm by using three datasets. The results indicate that the proposed algorithm achieves better accuracy ratio than the previous methods.
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## I. Introduction

BESIDES the local mutations, i.e., deleting, inserting, and substituting a single nucleotide, another kind of mutation also occurs in the chromosomes, changing the DNA sequence at a higher level. These mutations relocate parts of a chromosome and put it back into the chromosome at another position or in reverse orientation [1]. This means that the genes themselves are not altered by these mutations, but only their order changes. This kind of mutations is called genome rearrangements. To build a phylogenetic tree of closely related species, a comparison of the sequences of single genes does not help much, since the differences are too small [2]. On the other hand, often the order of the genes varies a lot. Thus, it looks promising to compare the entire genomes with each other and to use the number of genome rearrangements needed to transform one genome into another as a measure of evolutionary distance. Two types of intrachromosomal transformations, the first is the reversal where a part of the gene sequence is rearranged in reverse orientation. The second type is the transposition where a part of the gene sequence is rearranged in the same orientation at another position [3]. Thus, the genome rearrangement problem can be formalized as the problem of transforming a given permutation into another given permutation with the minimum number of reversals [4]. Reversal genome rearrangement problem can be divided into two models. The first model is the signed
permutation model which can be solved exactly in polynomial time; the second model is the unsigned permutation model which belongs to the NP-hard combinatorial problems. Therefore, several approximation algorithms have been suggested to solve unsigned permutation model [5], [6].

## II. Genome Arrangement Problem

The pairwise genome rearrangement problem is to find an optimal scenario transforming one genome to another. This type of arrangement is called reversal (inversion) which is a contiguous interval of genes is located into the reverse order. Let $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{n}\right)$ be a permutation of order $n$. For $1 \leq i<j \leq n$, an ( $\mathrm{i}, \mathrm{j}$ )-reversal is a permutation $\rho(i, j)$, such that [7], [8]:

$$
\pi . \rho(i, j)=\left(\pi_{1}, \ldots, \pi_{i-1}, \pi_{j-1}, \ldots, \pi_{i+1}, \pi_{i}, \pi_{j+1}, \ldots, \pi_{n}\right)
$$

Given two permutations $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{n}\right)$ and $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ the reversal distance $d(\pi, \alpha)$ is the smallest number of reversals that will take $\pi$ to $\alpha$. To simplify the calculation consider one of the two permutations is the identity ( $1,2, \ldots \mathrm{n}$ ). Subsequnce the reversal distance can be written as $d(\pi)$. For Example the Table I shows that the reversal distance of $\pi=(4,3,2,1,7,65)$ is 5 . However, the optimal reversal is given in Table II. Thus the optimal distance $d(\pi)=2$

TABLE I
Reversal Sort by Using 5 Permutation

| Permutation$\rho(1,2)$ | Sequences |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 3 | 2 | 1 | 7 | 6 | 5 |
| $\rho(2,3)$ | 3 | 4 | 2 | 1 | 7 | 6 | 5 |
| $\rho(3,4)$ | 3 | 2 | 4 | 1 | 7 | 6 | 5 |
| $\rho(1,3)$ | 3 | 2 | 1 | 4 | 7 | 6 | 5 |
| $\rho(5,7)$ | 1 | 2 | 3 | 4 | 7 | 6 | 5 |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| TABLE II Optimal Reversal Sort |  |  |  |  |  |  |  |
| Permutation |  |  |  | quen |  |  |  |
| $\rho(1,4)$ | 4 | 3 | 2 | 1 | 7 | 6 | 5 |
| $\rho(5,7)$ | 1 | 2 | 3 | 4 | 7 | 6 | 5 |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |

[^0]The reversal distance can be reduced by using breakpoint reversal sort. Let $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{n}\right)$ be a permutation of order n . A breakpoint of $\pi$ is a pair:

$$
(i, i+1) \in\{0, \ldots, n\} \times\{1, \ldots, n+1\}
$$

of positions such that $\left|\pi_{i}-\pi_{i+1}\right| \neq 1$ holds, and $\mathrm{b}(\pi)$ is the number of breakpoints of $\pi$. For example the number of breakpoints of $\pi=(82765143910)$ is $b(\pi)=5$ which are: (8| $2|765| 1|43| 9$ 10). Any permutation can be partitioned into increasing strips (overlined) and decreasing strips (underlined). For example the increasing and the decreasing strips of $\pi=(0213458769)$ is $\pi=(\overline{0} \underline{21} \overline{345} \underline{876} \overline{9}$ ). Algorithm 1 uses breakpoint reduction to approximate the reversal sort problem. Algorithm 2 improves the breakpoint reversal sort. The lower bound approximation of the second algorithm is 2-approximation [9].

## Algorithm 1. Breakpoint reversal sort:

## while $b(\pi)>0$ do

if $\pi$ has a decreasing strip then perform a reversal that decreases $b(\pi)$
else
perform a reversal that turns an increasing strip into a decreasing strip;

## Algorithm 2. Improved breakpoint reversal sort:

while $\mathrm{b}(\pi)>0$ do
choose a reversal reducing $\mathrm{b}(\pi)$ by the largest amount, resolving ties among those that reduce $\mathrm{b}(\pi)$ by one in favor of reversals that leave a decreasing strip.

Table III illustrates the reversal sort by using breakpoint, the increasing and the decreasing strips.

TABLE III
Reversal Sort by Using algorithm 2

| Sequences | Breakpoint |
| :---: | :---: |
| $\overline{0} \underline{2} 8765143 \overline{9}$ | $\mathrm{b}(\pi)=5$ |
| $\overline{0} \overline{244} \underline{1} \overline{56789}$ | $\mathrm{b}(\pi)=3$ |
| $\overline{01} 43256789$ | $\mathrm{b}(\pi)=2$ |
| 0123456789 | $\mathrm{b}(\pi)=0$ |

In another hand, the signed permutation model can be solved exactly in polynomial time by using Kaplan or Badar method [10], [11].

## III. Ant Colony Methods

Ant Colony Optimization (ACO) is a metaheuristic inspired by the behavior of ant colonies. In the last few years, ACO has received increased attention by the scientific community as can be seen by the growing number of publications and the different fields of application [12]. It has been used for solving the combinatorial optimization problems, such as Traveling Salesman Problem (TSP), vehicle routing, telecommunications networks, knapsack problem, assignment problem, maximum
clique and scheduling problem. Real ants are able to find the shortest path between their nest and food sources because of the chemical substance (pheromone) that they deposit on their way [13]. The pheromone evaporates over time so the shortest paths will contain more pheromone and will subsequently attract a greater number of ants. Therefore ACO algorithms use two factors for guiding the search process namely the pheromone and the heuristic information. Three different versions of Ant system (AS) were proposed [14]. These were called, antquantity, ant-cycle and ant-density. Nowadays, when referring to AS, one actually refers to ant-cycle since the two other variants were abandoned because of their inferior performance. Let m be the number of the artificial ants. The initial pheromone is $\tau_{i j}=\tau_{0}=m / C$ where $i$ is the current node, $j$ the next node and C is the length of a tour generated by the nearest-neighbor heuristic. The probability with which ant $k$, currently at node $i$ and the next node is $j$ :

$$
\begin{equation*}
p_{i j}^{k}=\frac{\tau_{i j}^{\alpha} \eta_{i j}^{\beta}}{\sum_{l \in N_{i}^{k}} \tau_{i l}^{\alpha} \eta_{i l}^{\beta}} \tag{1}
\end{equation*}
$$

where $\eta_{i j}=1 / d_{i j}$ is a heuristic value that is available a priori, $\alpha$ and $\beta$ are two parameters which determine the relative influence of the pheromone trail and the heuristic information, and $N_{i}^{k}$ is the feasible neighborhood of ant $k$ when being at node $i$. Pheromone evaporation is implemented by

$$
\begin{equation*}
\tau_{i j}=(1-\rho) \tau_{i j} \tag{2}
\end{equation*}
$$

where $0<\rho \leq 1$ is the pheromone evaporation rate which is used to forget the bad decisions. The pheromone is updated as following

$$
\begin{equation*}
\tau_{i j}=\tau_{i j}+\sum_{k=1}^{m} \Delta \tau_{i j}^{k} \tag{3}
\end{equation*}
$$

where

$$
\Delta \tau_{i j}^{k}=\left\{\begin{array}{cc}
1 / C \text { if the arc belongs to tour } \mathrm{k} \\
0 & \text { otherwise }
\end{array}\right.
$$

Rank-Based Ant (RBA) System is another improvement over AS is proposed by Bullnheimer et al. [15]. The $\mathrm{AS}_{\mathrm{rank}}$ pheromone update rule is

$$
\begin{equation*}
\tau_{i j}=\tau_{i j}+\sum_{r=1}^{w-1}(w-r) \Delta \tau_{i j}^{r}+w \Delta \tau_{i j}^{b s} \tag{4}
\end{equation*}
$$

where $b s$ is the best-so-far tour, $r$ indicates to the best $r^{t h}$ ant and $w$ is the best ranked ants. Ant Colony System ACS suggested by Dorigo and Gambardella [16]. The next node is calculated as following:

$$
j=\left\{\begin{array}{lr}
\max _{l \in N_{i}^{k}} \tau_{i j} \eta_{i j}^{\beta} & \text { if rand } \leq q_{0} \\
P_{i j}^{k} & \text { Otherwise }
\end{array}\right.
$$

where $q_{0}$ is a parameter. The global pheromone update rule is:

$$
\begin{equation*}
\tau_{i j}=(1-\rho) \tau_{i j}+\rho \Delta \tau_{i j}^{b s} \tag{5}
\end{equation*}
$$

In addition to the global formula, in ACS the ants use a local pheromone update rule that is used immediately after crossed an edge. The local pheromone update rule is:

$$
\begin{equation*}
\tau_{i j}=(1-\xi) \tau_{i j}+\xi \tau_{0} \tag{6}
\end{equation*}
$$

where $\xi$ and $\tau_{0}$ are two parameters

## IV. An Improved Ant Colony Algorithm

The reversal distance problem of unsigned permutation is NP-hard problem. Therefore many approximation algorithms have been suggested to solve this problem. In this section a new approximation algorithm based on modified ant optimization is proposed. The basic idea is to convert the unsigned permutation to signed permutation and evaluate the ant tour by using Kaplan algorithm. The modified ant optimization barrows the crossover operation from the genetic algorithm. Moreover, for each iteration, new ants are sampled, the best ants are kept and the worst ants are replaced. Algorithm 3 shows the modified ant optimization for genome rearrangement problem.

Algorithm 3: An improved ant optimization
1- Divide the string into $k$ subsets, each one of length $t$ (in this study $t=5$ )
2- For each ant
2.1-Select v subsets randomly
2.2-Let all the elements in the selected subsets be negative (in this study $v=k / 5$ )
2.3-Let all the elements in the unselected subsets be positive 2.4-Each ant consists from all the negative subsets and all the positive subsets
3- Use Kaplan algorithm to evaluate each ant
4- Select the best $r=m / 3$ ants ( $m$ is the number of ants)
5- Update pheromone using only the best ants, the pheromone of character $i$ becomes:

$$
\begin{equation*}
\tau_{i}=\tau_{i}+\frac{1}{n r} \sum_{j=1}^{r} \delta^{j} \tag{7}
\end{equation*}
$$

where

$$
\delta_{i}=\left\{\begin{array}{lr}
1 \text { if character } i \text { is negative } \\
0 & \text { Otherwise }
\end{array}\right.
$$

6- Construct the new population
6.1- $m / 3$ ants are the best ants selected from the previous generation
6.2- $m / 3$ ants are constructed by using two points crossover that are applied to the best ants
$6.3-\mathrm{m} / 3$ ants are constructed by using a new probability distribution, and a random value rand in $(0,1)$ such that:

$$
\text { character } i \text { is }\left\{\begin{array}{cl}
\text { Negative } & \text { if rand }<p_{i} \\
\text { Positive } & \text { Otherwise }
\end{array}\right.
$$

where

$$
\begin{equation*}
p_{i}=\frac{\tau_{i}^{\alpha}}{\sum_{l \in c h} \tau_{l}^{\alpha}} \tag{8}
\end{equation*}
$$

7- Apply pheromone evaporation

$$
\begin{equation*}
\tau_{i}=(1-\rho) \tau_{i} \tag{9}
\end{equation*}
$$

8- Check the stopping condition, if met then terminate, else go to step 3.

## V.EXPERIMENTAL RESULTS

To test the suggested method, unsigned datasets with various sizes, 50,100 and 200, were randomly generated, the permutation are generated by performing numerous swaps on the identity sequences. Therefore the exact solution is known in advance in this study. The experiments have three main goals. The first is to observe how close reversal distance values to optimal values, the second is to compare the suggested method with the improved breakpoint reversal sort (IBRS) and the third is to find the ratio between the approximate methods and the exact solution. The ratio is calculated as following:

$$
\begin{equation*}
\text { Ratio }=\frac{\text { Approximate Method }}{\text { Exact Solution }} \tag{10}
\end{equation*}
$$

The results of the suggested method are the average of 10 runs. The best parameters in this study are $\alpha=0.6$, pheromone evaporation rate $\rho=0.75$ and the number of the ants is 30 . Tables IV-VI show the ratio and compare the reversal distances of IBRS and the new ant optimization algorithm, the average ratio of each algorithm indicates to that the new approach outperforms the previous approaches for all sequences with various breakpoints and length. For example the average ratio between the new algorithm and the exact solution are $1.18,1.22$ and 1.19 while the average ratio between the IBRS algorithm and the exact solution are 1.76, 1.6 and 1.57 for the datasets of the sizes 50,100 and 200 respectively.

TABLE IV
Numerical Comparison using Dataset of Length 50

| No | $\mathrm{b}(\pi)$ | Exact <br> $\mathrm{d}(\pi)$ | IBRS |  | New Ant Algorithm |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Ratio | $\mathrm{d}(\pi)$ | Ratio |  |
| 1 | 30 | 24 | 38 | 1.58 | 26 | 1.08 |
| 2 | 25 | 20 | 32 | 1.60 | 23 | 1.15 |
| 3 | 23 | 16 | 27 | 1.69 | 19 | 1.19 |
| 4 | 18 | 15 | 24 | 1.60 | 19 | 1.27 |
| 5 | 20 | 16 | 26 | 1.63 | 18 | 1.13 |
| 6 | 25 | 19 | 30 | 1.58 | 23 | 1.21 |
| 7 | 35 | 26 | 42 | 1.62 | 30 | 1.15 |
| 8 | 14 | 8 | 16 | 2.00 | 9 | 1.13 |
| 9 | 22 | 17 | 31 | 1.82 | 21 | 1.24 |
| 10 | 17 | 10 | 25 | 2.50 | 13 | 1.30 |
| Avg. | 22.9 | 17.1 | 29.1 | 1.76 | 20.1 | 1.18 |

TABLE V
Numerical Comparison Using Dataset of Length 100

| No | $\mathrm{b}(\pi)$ | Exact <br> $\mathrm{d}(\pi)$ | IBRS |  | New Ant Algorithm |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Ratio | $\mathrm{d}(\pi)$ | Ratio |  |
| 1 | 52 | 32 | 50 | 1.56 | 37 | 1.16 |
| 2 | 70 | 45 | 74 | 1.64 | 55 | 1.22 |
| 3 | 48 | 33 | 56 | 1.70 | 40 | 1.21 |
| 4 | 45 | 35 | 55 | 1.57 | 41 | 1.17 |
| 5 | 55 | 34 | 55 | 1.62 | 43 | 1.26 |
| 6 | 43 | 30 | 52 | 1.73 | 35 | 1.17 |
| 7 | 48 | 28 | 42 | 1.50 | 33 | 1.18 |
| 8 | 50 | 30 | 47 | 1.57 | 39 | 1.30 |
| 9 | 52 | 34 | 52 | 1.53 | 41 | 1.21 |
| 10 | 41 | 28 | 45 | 1.61 | 37 | 1.32 |
| Avg. | 50.4 | 32.9 | 52.8 | 1.60 | 40.1 | 1.22 |

TABLE VI
NUMERICAL Comparison Using Dataset of Length 200

| No | $\mathrm{b}(\pi)$ | $\begin{aligned} & \text { Exact } \\ & \mathrm{d}(\pi) \end{aligned}$ | IBRS |  | New Ant Algorithm |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\mathrm{d}(\pi)$ | Ratio | $\mathrm{d}(\pi)$ | Ratio |
| 1 | 113 | 81 | 140 | 1.73 | 91 | 1.12 |
| 2 | 122 | 84 | 133 | 1.58 | 102 | 1.21 |
| 3 | 105 | 74 | 112 | 1.52 | 105 | 1.43 |
| 4 | 90 | 66 | 101 | 1.53 | 77 | 1.17 |
| 5 | 107 | 71 | 108 | 1.52 | 79 | 1.11 |
| 6 | 98 | 72 | 116 | 1.61 | 85 | 1.18 |
| 7 | 118 | 78 | 123 | 1.58 | 93 | 1.19 |
| 8 | 114 | 81 | 130 | 1.60 | 88 | 1.09 |
| 9 | 94 | 65 | 102 | 1.57 | 85 | 1.31 |
| 10 | 102 | 72 | 108 | 1.50 | 79 | 1.10 |
| Avg. | 106.3 | 74.35 | 117.30 | 1.57 | 88.40 | 1.19 |

## VI. CONCLUSION

With the increased availability of whole genome sequences, genome rearrangement algorithms have been used to estimate the evolutionary distance between present-day genomes, and to reconstruct the gene order of ancestral genomes. In this study an improved ant colony algorithm to find the nearest minimal reversal distance between genomes is presented. The suggested procedure uses Kaplan algorithm to evaluate each ant for each iteration, replaces the worst ants by a new ants sampled from a new probability distribution and generates a set of ants by using the crossover operation. The average ratio of each algorithm indicates to that the new approach
outperforms the previous approaches for all datasets with various breakpoints and length.
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