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A Study on the Location and Range of Obstacle
Region in Robot’s Point Placement Task based
on the Vision Control Algorithm

Jae Kyung Son, Wan Shik Jang, Sung hyun Shim and Y oon Gyung Sung

Abstract—This paper is concerned with the application of the
vision control agorithm for robot's point placement task in
discontinuous trgjectory caused by obstacle. The presented vision
control algorithm consists of four models, which are the robot
kinematic model, vision system model, parameters estimation model,
and robot joint angle estimation model.When the robot moves toward
a target along discontinuous trgectory, severa types of obstacles
appear in two obstacle regions. Then, this study is to investigate how
these changes will affect the presented vision control algorithm.Thus,
the practicality of the vision control agorithm is demonstrated
experimentally by performing the robot's point placement task in
discontinuous trajectory by obstacle.

Keywords—vision control algorithm, location of obstacle region,
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|. INTRODUCTION

THE robot using feedback visual information needs the
calibration between robot and vision system at instant time
when robot moves toward a target. Accordingly, calibration of
cameras location, direction and focal length is most important
factor [4]-[7]. But, initial calibration is not effective if position
and orientation of camera change during robot manipulation.
Even though the feedback of visual information overcomes
difficulties to robot manipulation in some degree, it is difficult
using visual feedback information if robot is interrupted by
obstacle during maneuver.

Thus, this study is to present the practical vision control
algorithm to solve problems mentioned above. Also, this
presented algorithm is to make the robot move actively, even if
relative position between camera and robot are unknown. The
parameter estimation model and joint angle estimation model in
the presented algorithm have form of nonlinear equation.
Particularly, joint angle estimation model is includes a lot of
constraints.

From our pre-studies, two important points are obtained. The
first result is that the optimal number of cameras is 3 for the
presented control algorithm because of a lot of constraints in
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joint-angle estimation model [8]. The second result is that
camera placement does not affect the robot position control, but
it is desirable to place cameras intensively between 2m ~ 2.5m
in the robot movement direction [9].

Therefore, three cameras are intensively placed between
2m~2.5m in the robot movement direction in this study.

To carry out the study, obstacleregionsare classified into two
ways, first, the region A located in the middle of robot’s
trajectory, second, theregion B located near atarget. According
to the change of the number of obstacles, each obstacle region
involves several types of obstacles.

Thus, thisstudy isto investigate how these changes will affect
the presented vision control agorithm. The practicality of the
vision control algorithm is demonstrated experimentally by
performing the robot's point placement task in discontinuous
trajectory by obstacle.

I1.ROBOT VISION CONTROL ALGORITHM

In this study, the presented robot vision control algorithm is
configured of four models, which are robot kinematic model,
vision system model, parameter estimation model and robot
joint angle estimation model. Fig. 1 shows the overall flow of
vision control algorithm involved parameter and joint angle
estimation model. Each model is explained in section A ~
section D.

| Robot kinematic model |
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Fig. 1 Overall flow of robot’s vision control algorithm

1610



International Journal of Mechanical, Industrial and Aerospace Sciences
ISSN: 2517-9950
Vol:5, No:8, 2011

A. Robot kinematic model
Fig. 2 shows the four-axis scara type Samsung robot used in
this study, and equation (1) represents the physical position of
point P with respect to the base cartesian coordinate[1][11].

Fig. 2 Geometric configuration of Samsung SM7 4-axis robot

F, =cos(¢, +6,+8,)P, —sin(¢, + 6, +0,)P,
+a,(0,+6,)+ 8, cosf,
F, =sin(6, + 6, +6,)P, +cos(6, + 6, +6,)P,
+a,(6,+6,) + a cosé,
F,=P,+d,—d,—d, 1)
Where, a (=400mm), a, (=250mm), d, (=387mm), d, (=
67.05mm) represent Denavit-Hartenberg link factors, and
6,,6,,d,,6, arerobot’sjoint angle. P, R, P are positions from
the origin of last joint angle coordinate to arbitrary point P,
which is given in equation (2).
(P.,P,,P,)=(0,0,-46.6) (2

x1 Ty

B. Vision system model
The vision system model involves six parameters. These
parameters represent not only uncertainty of camera position,
orientation and focal length but also transformation relationship
between 2-D camera coordinate and 3-D physical coordinate
when the robot moves.

Vision system model defined by 2x3 matrix is given in
equation (3) in order to transform 3-D physical space into 2-D
camera coordinate[8]-[11].

X

m

Cu G Cy|lF G
= Fy + (3)
Yo Can Cp Ci]lF, G

Where,

Cy=C?+C}-C2-CZ, G, =2(C,C,+CC,),
Cy=2(CC,-CCy). C,=2(C,C,-CC,).

Cp = C12 *sz +Cs2 *Cj’ Cs=2CC,+CC)

Where, X and Y represents point P of robot’s end

effector in 2-D camera coordinate. And among Six-parameters,
C,~C, account for camera direction and foca length, and

C, ~C, account for relative position between camera and robot.

C. Parameter estimation model
Six parametersC, (k =1~ 6) included vision system model

are obtained by means of minimization of following
performance index.

J(ck)=§n:[x;;x;]2+[vr;7y;]2 (4)

Where, n is the number of measurement data, and X Y,
represents the measured value in x, y camera coordinate.

Minimizing equation (4) by Newton-Raphson method, the
parameter estimation model is given as follows [2][11].

Cjn=C; +AC )

Where, AC = (A'WA)A™WR , A is jacobian matrix, R is
residual vector, j is number of iteration and W is weight
matrix used an unit matrix in this paper.

Parameters are obtained by iteration method as equation (5).

D. Robot joint angle estimation model

Based on the estimated six-parameters from parameter

estimation model about each camera, joint anglesg (i =1~ 4)

with respect to target position are obtained by means of
minimization of following performance index.

3@)= X[ XAF@NF@).FO)C)-X] ()
+[YA(F(8).F,(8). F.(6)CH-Y |

Where, g(1-3)is the number of camera, k(1-6) represents
the number of parameter. Also, X and Y% represent the target
camera coordinate in ¢-th camera, X2 and Y represent the

values of vision system model using the estimated parameter
values about each camera.

Asexplained in section C, thejoint angle estimation model by
Newton-Raphson method to minimize eguation (6) is given as
follows.

[

i,j+1:0i,j+A9 (7)
Where, A0 =(B"WB)'B™WR, B is jacobian matrix, R is
residual vector, j is number of iteration and weighting matrix W
isan unit matrix.
Joint angles are obtained by iteration method as equation (7),
and use to move toward a target.
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I1l. EXPERIMENTAL APPARATUS AND METHOD

A. Experimental apparatus

The experimental apparatus consists of vision system, robot
system and host PC as shown in Table | and Fig. 3.

TABLEI
SPECIFICATION OF EXPERIMENTAL APPARATUS
System ' Specification
Sony XC-ES51
CCD Camera Avenir TV zoom lens
MATROX monochrome meteor2-MC4
Vision System Vision Board Resolution : 640 x 480
Gradation 256
Maximum Sampling rate 30MHz
Library Matrox Imaging Library 8.0DEV
Robot System Robot Samsung SM7 4-axis Robot
: | Robot controller | MMCBDPO41PNE
o Industrial MB80OV
PC ® CPU:2.8GHz

* 512MB

Samsung SM7 Robot l

estMode

HostPc

RobotContoller
Fig. 3 Experimental set-up

B. Experimental Procedures

Robot’s point placement experiment performed in two
regions, first, region A located in the middle of robot’s
trajectory, second, region B located near atarget. According to
the change of the number of obstacles, each obstacle region
involves several types of obstacles. Then, this study is to
investigate how these changes will affect the presented vision
control algorithm.According to the pre-studies [8][9], three
cameras are intensively placed between 2.0m~2.5m in the
robot’s movement direction. And experimental procedures are
asfollows.

1) Set up 21 movement steps of arbitrary robot’s trgjectory.

2) Set up two obstacle regions in robot’s trajectory.

3) Set up several types of obstacles in each obstacle region, as
shownin Tablell.

4) Estimate the parameters and the robot joint angles to the
several types of obstaclesin obstacle region A and B when
the robot moves toward a target along discontinuous
trajectory.

- Estimate the parameters (C, ~C,) about each camera,

based on the acquired vision data during robot movement.
- Estimate the robot joint angles with respect to target
position from joint angle estimation model, based on the
estimated six-parameters in each camera.

5) Investigate the precision of robot’s point placement task
after the robot reaches a target using the estimated joint

angles.
1
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Fig. 4 Obstacle regionsin robot’s trajectory

TABLEII
THE TYPESIN EACH OBSTACLE REGION

Type# Typel Type2 Type3 <= Typei

# of obstacle 1 2 3 i

IV. EXPERIMENTAL RESULT FOR VISION SYSTEM MODEL’S
SUITABILITY

The error between the actual vision data and the estimated
results of the vision system model in each camera is defined as
r.m.s. in equation (8) [3].

)

Where, e, and e, ae errors between the actual vision data

and the estimated results of vision system model in x and y
coordinate, n is the number of steps that vision data acquired
when the robot moves toward a target.In Fig. 5~Fig. 7, the
symbols (2,0 ,¢ ) represent an actual vision data measured
from each camerawhile the robot movestoward atarget, and the
symbols (+, %, *) represent the estimated results of the vision

system model in each camera, based on the parameter
estimation model.

A. The case with no obstacle region

While the robot moves toward a target along the continuous
tragj ectory with 21steps without obstacle region, the actual vision
data of 21steps acquired during movement are similar to the
estimated results of vision system model based on the parameter
estimation model as shown in Fig. 5.Using equation (8), error
values in each camera are found to be approximately
+0.001pixel ~ +1.134pixel.
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Fig. 5 Comparison of the actual and estimated values in no obstacle
region

B. The case with the obstacle region

The obstacle regions are classified into two categories. First,
region A located in the middle of robot’s trgjectory, region B
located near atarget. Table 2 shows several types of obstaclesin
each region.

Fig. 6-7 show the experimental resultsin each obstacleregion,
and the shade parts of each figure show the case which the
cameradid not acquired the vision data.

1) Obstacle region A: middle

Fig. 6 shows the comparison of the estimated results of vision
system model and the actual vision data in each camera when
the obstacle exists in 50% range (type 11) of robot’s trajectory.
Then, the compared results of type 11 are very similar. Even
though only the results of type 11 show in this paper, similar
results are obtained for all types.

Using equation (8), error values of all types are obtained as

approximately +0.003pixel~+0.797pixel. The reason is that
enough compensation is achieved by the acquired vision data of

next steps, even though the vision data can not be acquired by

obstacle in 50% range of robot’s trajectory.
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Fig. 6 Comparison of the actual and estimated values for typell in the
obstacle region A

2) Obstacleregion B: near atarget

Fig. 7 shows that the compared results between actual vision
dataand estimated results of vision system model in the obstacle
region B near atarget.

The errors between the actual vision data and the estimated
results of vision system model in each camera are calculated
using ther.m.s. defined in equation (8). Errorsin all typesarein
the range of +0.006pixel~+0.931pixel, even though only the
results of typell show in this paper.

The estimated results of vision system model in obstacle
region B have nearly the similar to those of the no obstacle
region, because the datais acquired in al steps before reaching

an obstacle near atarget.
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Fig. 7 Comparison of the actual and estimated values for type3 in the
obstacle region B

V.EXPERIMENTAL RESULTS FOR ROBOT’SPOINT PLACEMENT
TASK

When the robot moves toward a target along discontinuous
trajectory, the number of obstacle changes in two obstacle
regions. Then, thisstudy isto investigate how these changes will
affect the presented vision control algorithm.

For this experiment, the robot joint angles are calculated by
thejoint angle estimation model using six estimated parameters.
Then, the precision of robot’s point placement task is
investigated after the robot reaches atarget using the estimated
joint angles.

Robot’s point placement experiments are performed in two
obstacle regions, first, region A located in the middle of robot’s
trajectory, second, region B located near atarget.

After the robot reaches atarget, the error between the robot’s
position measured from encoder values and actua target
position is defined asr.m.sin equation (9) [3].

o - /(ex)2+(eé)2+(ez)2 ©

Where, ¢ , e, and e, are errors in x, y and z coordinate,
respectively.
A. The case with no obstacle region

When the robot reaches a target to execute point placement
task experiment without obstacle region, table 111 shows the
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comparison of the measured robot position values and actual
target position values. Then, the error of robot’s point
placement task is +0.505mm.

TABLEIII
FOR NO OBSTACLE, COMPARISON OF THE ACTUAL AND MEASURED VALUE FOR
TARGET POSITION IN X-Y-Z COORDINATE

Obstacle region Fx(mm) Fy(mm) Fz(mm) error
No obstacle 513.356 -242.912 132.337 0.505
Real value 512.949 -243.686 132.300

B. The case with the obstacle region

1) Obstacleregion A: middle
Asshown in Fig. 8, the errors of each obstacle typein region

A located in the middle of robot’s trajectory are £0.504mm~+

0.577mm. And these results have similar to those of no obstacle
region. Namely, these results show that robot’s point placement
task is successfully achieved when the obstacles exist within
50% range of robot’s trajectory. The reason is that enough
compensation is achieved by the acquired vision data of next
steps, even though the vision data can not be acquired by
obstacle at that time.
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Fig. 8 For Obstacle region A, comparison of the average errors

2) Obstacle region B: near atarget

As shown in Fig. 9, the errors of three types in the obstacle
region B located near a target are +0.639mm in typel,
+0.923mmin type2 and +1.218mm in type3. These results show
that the error increases as the range of obstacle near a target
increases. The reason is that any data can not be acquired for
compensation, unlike region A.
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Fig. 9 For obstacle region B, comparison of the average errors

VI. CONCLUSION

This paper is focused on how location and range of obstacle
region will affect the presented vision control agorithm by
performing the experiments for robot's point placement task.
The obtained results are summarized as follows.

1) Experimental study in region A shows that the robot’s

point placement task is achieved successfully with error of £

0.504mm~x0.577mm when the obstacles exist within 50%

range of robot’strajectory. These results are very close to those
of no obstacle region.

2) Experimental study in region B shows that the robot’s
point placement is achieved successfully with error of £1.0mm
within 10% of robot’s tragjectory. Unlike region A, these results
show that the errors increase as the range of obstacle region
increases.

3) Asaresult, region A has better result than obstacle region
B near atarget because enough compensation is achieved by the
acquired vision data of next steps, even though vision data can
not be acquired by obstacle at that time.
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