Digital watermarking has become an important technique for copyright protection but its robustness against attacks remains a major problem. In this paper, we propose a normalization-based robust image watermarking scheme. In the proposed scheme, original host image is first normalized to a standard form. Zernike transform is then applied to the normalized image to calculate Zernike moments. Dither modulation is adopted to quantize the magnitudes of Zernike moments according to the watermark bit stream. The watermark extracting method is a blind method. Security analysis and false alarm analysis are then performed. The quality degradation of watermarked image caused by the embedded watermark is visually transparent. Experimental results show that the proposed scheme has very high robustness against various image processing operations and geometric attacks.
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I. INTRODUCTION

Digital images can be easily duplicated without any loss. This feature facilitates the illegal use of copyrighted materials, e.g., unrestricted duplication and dissemination via the Internet. To protect copyrighted images, many approaches, including authentication, encryption and digital watermarking [1]-[6], have been proposed. Encryption methods may guarantee secure transmission of data to authenticated users through unsecured channels. However, once decrypted, the data are identical to the original and their piracy cannot be controlled. Robust digital watermarking is a way to prove the ownership of the materials. It embeds invisible watermarks or ownership information into digital contents. The watermarks should be robust enough to survive various attacks and at the same time, the embedded watermarks should not significantly degrade the visual quality of original host images.

As digital watermarking technologies become more advanced, attacks against watermarking systems have also become more sophisticated. Those attacks can be classified into image processing operations and geometric attacks. Image processing operations, such as lossy compression, noise addition and filtering, reduce the energy of embedded watermarks, while geometric attacks induce synchronization errors between the original and watermarked images. Watermark detection may fail as a result, even if the watermark still exists in the watermarked image. Most of previous watermarking schemes [7]-[28] are able to guarantee high robustness against common image processing operations, but they lack robustness against geometric attacks such as rotation, scaling and translation.

Zernike moments are ideal region-based shape descriptors and they have been shown to be invariant against rotation, flipping, scaling and noise addition [11], [12]. Besides that, low-order Zernike moments are also robust and invariant against common image processing operations. In this paper, we propose a novel robust image watermarking scheme using Zernike moments [12]. Zernike moments are employed for its special invariance properties against distortions. Unlike traditional moment-based watermarking schemes where watermark bits are directly embedded into original host images, we first normalize original host image to a standard form, based on which subsequent watermark embedding and extracting are performed. Zernike transform is applied to the normalized image to obtain Zernike moments. Dither modulation is then adopted to quantize the magnitudes of Zernike moments according to the watermark bit stream followed by security analysis and false alarm analysis. The watermarked images have high visual quality. Experimental results show that the proposed scheme is robust against various image processing operations and geometric attacks.

The rest of this paper is organized as follows. The procedures of image normalization are explained in section II. In section III, the proposed robust image watermarking scheme is described in detail. Experimental results are presented in section IV and the concluding remarks are given in Section V.

II. IMAGE NORMALIZATION

Image normalization [17], [18] using moments is a technique used for pattern recognition. In this section, we describe a moment-based normalization process that achieves invariance properties against geometric attacks. The geometric attacks include rotation, scaling and translation of an image. These kinds of attacks can be represented by affine transformations. An affine transformation with scaling parameters \((a, b)\), rotation angle \(\theta\) and translational parameters \((T_x, T_y)\) is defined as

\[
\begin{bmatrix}
    x' \\
    y'
\end{bmatrix} =
\begin{bmatrix}
    ax + by + T_x \\
    bx - ay + T_y
\end{bmatrix}
\]

where \(x, y\) are the original image coordinates and \(x', y'\) are the transformed image coordinates.
normalized image can be accurately synchronized under affine transformations, the embedded watermarks in the variety of possible affine transformations.

The centroid of the input image can be calculated using the 0th and 1st moments:

\[ \begin{bmatrix} x_c \\ y_c \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} \cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} + \begin{bmatrix} T_x \\ T_y \end{bmatrix} \]  \hspace{1cm} (1)

where \((x, y)\) is a pixel coordinates of an input image and \((x_c, y_c)\) is the corresponding pixel coordinates of the transformed image. The affine transform parameters can be calculated from image moments. The image moments \(m_{pq}\) of an input image \(f(x, y)\) with size of \(N_1 \times N_2\) pixels, is defined in the two dimensional Cartesian coordinates as

\[ m_{pq} = \sum_{x=0}^{N_2-1} \sum_{y=0}^{N_1-1} x^p y^q \cdot f(x, y) \] \hspace{1cm} (2)

The centroid of the input image is obtained by setting translational parameters \(T_x = -\bar{x}\) and \(T_y = -\bar{y}\).

\[ \bar{x} = \frac{m_{10}}{m_{00}}, \quad \bar{y} = \frac{m_{01}}{m_{00}} \] \hspace{1cm} (3)

The central moment \(\mu_{pq}\) is defined as

\[ \mu_{pq} = \sum_{x=0}^{N_2-1} \sum_{y=0}^{N_1-1} (x - \bar{x})^p (y - \bar{y})^q \cdot f(x, y) \] \hspace{1cm} (4)

And the covariance matrix based on the central moments is constructed as

\[ \begin{bmatrix} \mu_{00} & \mu_{11} \\ \mu_{11} & \mu_{22} \end{bmatrix} \] \hspace{1cm} (5)

Based on the covariance matrix, the rotation angle \(\varphi\) is calculated as

\[ \varphi = \frac{1}{2} \tan^{-1} \left( \frac{2\mu_{11}}{\mu_{22} - \mu_{00}} \right) \] \hspace{1cm} (6)

The two eigenvalues of the covariance matrix are given by

\[ \lambda_i = \frac{1}{2} \left( \mu_{22} + \mu_{00} \pm \sqrt{(\mu_{22} - \mu_{00})^2 + 4\mu_{11}^2} \right) \quad i = 1, 2 \] \hspace{1cm} (7)

Based on the eigenvalues, the scaling parameters are calculated as

\[ a = (\lambda_1 \lambda_2)^{0.25} / \sqrt{\lambda_1}, \quad b = (\lambda_1 \lambda_2)^{0.25} / \sqrt{\lambda_2} \] \hspace{1cm} (8)

Thus, any input image can be transformed to a normalized form by identifying the transform parameters, \((a, b, \varphi)\) and \((\bar{x}, \bar{y})\).

An illustration of this normalization process is presented in the following figures. Figure 1(a) is the original host image. Figure 1(b) and (c) are the images obtained after general affine transformations. By applying the above normalization procedures, these three different images yield the same normalized image, as shown in Fig. 1(d). This normalized image is subsequently used for watermark embedding. As the normalized image has invariance properties against different affine transformations, the embedded watermarks in the normalized image can be accurately synchronized under a variety of possible affine transformations.

III. PROPOSED WATERMARKING SCHEME

A. Watermark Embedding Process

For the watermark embedding process, first, Zernike transform is performed to calculate Zernike moments over a normalized image. The values of Zernike orders \(n\) and repetitions \(m\) are selected as follows. It can be shown that the Zernike moments generated under orders from 0 to 29 are robust against image distortions and Zernike moments with high orders cannot be computed accurately. Zernike moments with repetitions \(m = 4l\) \((l \in Z)\) also cannot be computed accurately [11]. According to the features of Zernike moments [12], it is only necessary to consider the case when \(m\) is larger than 0. Let \(S = \{Z_{nm}; n \leq N_{max}, m > 0, m \neq 4l\}\) be the set of candidate Zernike moments for watermark embedding after performing Zernike transform on a normalized image. In the experiments reported in this paper, \(N_{max}\) is set to be 29.

Two secret keys are first generated. One (encryption key) is used to encrypt the original ownership information and obtain a pseudo-random watermark bit stream \(W = [w(i), 1 \leq i \leq L]\). The other one (position key) is used to pseudo-randomly select \(L\) Zernike moments from \(S\) to form a Zernike moment vector \(Z = (Z_{n_1m_1}, Z_{n_2m_2}, \ldots, Z_{n_m})\) which is then used for watermark embedding. These two secret keys are required to extract watermark bits and recover the original ownership information. The dither modulation [21], which is a special form of quantization index modulation for signal quantization, is adopted to quantize the magnitudes of Zernike moments in \(Z\) and embed watermark bits. After quantization, a new Zernike moment vector \(Z' = (Z'_{n_1m_1}, Z'_{n_2m_2}, \ldots, Z'_{n_m})\) is produced, where \(Z'_{n_m}\) is the quantized version of \(Z_{n_m}\) satisfying

\[ \left| Z'_{n_m} \right| = \left[ \left| Z_{n_m} \right| - d_i(w(i)) / \Delta \right] \cdot \Delta + d_i(w(i)), 1 \leq i \leq L \] \hspace{1cm} (9)

In the above equation, \([\cdot]\) denotes rounding operation, \(\Delta\) is the quantization step size and \(d_i(\cdot)\) is the dither function for \(i\)-th quantization such that \(d_i(1) = \frac{\Delta}{2} + d_i(0)\). The dither variable \(d_i(0)\) is uniformly distributed over \((0, \Delta]\) and is randomly generated by modulation generator. Note that a large \(\Delta\) can increase embedding strength and robustness, but it can also degrade the quality of watermarked image significantly. The value may be chosen to suit the specific requirements.

The modified Zernike moments is calculated as

\[ Z'_{n_m} = \text{sgn}(Z_{n_m}) \cdot \left| Z'_{n_m} \right|, 1 \leq i \leq L \] \hspace{1cm} (10)
By comparing the distances between dither variables are calculated as spatial domain. Let $e_{n,m} = Z^*_{n,m} - Z_{n,m}$ and $e_{n,m}^* = Z^*_{n,m} - Z^*_{n,m}$ denote the quantization errors of $Z_{n,m}$ and $Z_{n,m}$ respectively. The quantization errors in spatial domain is expressed as
\[
e(x,y) = \sum_{i=1}^{L} \left[ e_{n,m}, V_{n,m}(\rho,\theta) + e_{n,m}^*, V_{n,m}^*(\rho,\theta) \right] \quad (11)
\]
where $V_{n,m}(\rho,\theta)$ is the complex-valued function of Zernike moments. Thus the watermarked normalized image $f'(x,y)$ can be obtained by adding original image and quantization errors in spatial domain as follows.
\[
f'(x,y) = f(x,y) + e(x,y) \quad (12)
\]

The modified Zernike moments can be calculated by performing Zernike transform on the watermarked image and quality degradation is still visually transparent. The final watermarked image is obtained by restoring to the original image size and position before normalization.

### B. Watermark Extracting Process

The original image is not required for watermark extraction, so the proposed watermarking method is a blind method.

First, the normalization procedures are performed on the watermarked image which is possibly distorted or attacked. As a result, the normalized watermarked image is obtained. Zernike transform is then applied to calculate Zernike moments up to the order of 29 over the normalized image. The position key is used to locate and select L moments, forming a set of Zernike moments $Z = (Z_{n,m1}, Z_{n,m2}, ..., Z_{n,mL})$, which possibly carries the watermark bits.

Two dither variables $d_i(0)$ and $d_i(1)$ are generated. Two quantized versions of each $Z_{n,m}$ in $Z$ with respect to the two dither variables are calculated as
\[
\tilde{Z}_{n,m} = \left[ \frac{Z_{n,m} - d_i(f)}{a} \right] \cdot d + d_i(f), \quad 1 \leq i \leq L, j = 0,1 \quad (13)
\]

By comparing the distances between $\tilde{Z}_{n,m}$ and its two quantized versions, the watermark bit embedded in $Z_{n,m}$ can be extracted as follows.
\[
\hat{w}(i) = \arg\min_{j \in \{0,1\}} \left( |\tilde{Z}_{n,m} - Z_{n,m}|^2 \right), \quad 1 \leq i \leq L \quad (14)
\]

This watermark bit extracting method is called minimum distance decoder [16].

The final extracted watermark bit stream is a composite of all single extracted watermark bits. The encryption key is then used to de-encrypt the extracted watermark bit stream and recover the original ownership information.

### C. Security Analysis

The security of embedded watermarks is of paramount importance as the embedded watermark can be readily identified and altered if the positions of the watermark bits are easily detected by attackers. For the methods described in [22] and [23], the watermark embedding positions are deterministic so a simple attack, such as adding perturbations to the embedding positions or statistical attack, will be able to cause detection errors while introduce insignificant quality degradation. In the proposed watermarking scheme, L Zernike moments are pseudo-randomly selected from 29 Zernike moments to form a Zernike moment vector for watermarking embedding. By using sophisticated pseudo-random number generation scheme, it will be difficult for an attacker to guess the embedding positions correctly without knowing the position key. If attackers try to average the magnitudes of all Zernike moments, the resulting attacked watermarked image would have very low visual quality. A typical attacked image is given in Fig.2, with PSNR=18.8dB.

![Fig.2 Attacked watermarked image by averaging operation](image)

### D. False Alarm Analysis

The false positive error named as false alarm occurs when the watermark extraction result indicates the presence of a watermark in a non-watermarked image [3,8]. In the proposed scheme, to minimize the probability of false alarm, a comparison between the extracted watermark bits and the watermark bits is necessary. For a non-watermarked image, the extracted bits from this image are assumed to be independent random variables (Bernoulli trials) [8]. Each extracted bit has the same probability to match the corresponding watermark bit. For random binary data, this probability is assumed to be 0.5. Let $r$ be the number of extracted bits from one non-watermarked image that can match the watermark bits. As explained, an image is classified as a watermarked image if $r$ is larger than a given threshold.

Let $L$ be the length of watermark bit stream and $T$ be the threshold value ($T \leq L$). Hence, the false alarm probability of a non-watermarked image is, therefore, the cumulative probability of the cases that $r \geq T$. And it is calculated as
\[
P_{image} = \sum_{r=T}^{L} \binom{L}{r} (0.5)^r (0.5)^{L-r} \quad (15)
\]

If $L$ is set to be 25, then the relationship between false alarm probability $P_{image}$ and threshold $T$ is plotted in Fig. 3.
The curve in Fig. 3 drops sharply for $T > 22$ and it is desirable to have a very small false alarm probability. However, the selection is application dependant. It is assumed that the probability should be less than 0.001. In this case, $T$ should be greater than or equal to 23, and at $T = 23$, the probability is 0.00084. Hence, the length of watermark bit stream should be larger than 23.

IV. PERFORMANCE OF PROPOSED SCHEME

The performance of the proposed scheme is assessed. Several experiments are performed. Details of the experiments and experimental results are presented in this section.

Four 256×256 grey-level images are used as original host images and they are shown in Fig. 4. A 25-bit binary sequence is used as watermark bit stream.

![Fig. 4 Original host images: (a) Lena, (b) Plane, (c) Lake, (d) Fruits](image)

A. Visual quality evaluation

One of the requirements of robust image watermarking is visual transparency of embedded watermark, which means the embedded watermark should not significantly degrade the quality of the host image. The proposed watermark embedding scheme with different quantization step sizes is applied to the host images in Fig. 4. Peak Signal-to-Noise Ratio (PSNR) is used to evaluate quality degradation of watermarked images. The PSNR values for the watermarked images under different quantization step sizes are tabulated in Table I.

<table>
<thead>
<tr>
<th>Step size $\Delta$</th>
<th>Lena</th>
<th>Plane</th>
<th>Lake</th>
<th>Fruits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45.0</td>
<td>44.1</td>
<td>49.7</td>
<td>48.7</td>
</tr>
<tr>
<td>2</td>
<td>41.2</td>
<td>40.0</td>
<td>45.8</td>
<td>45.2</td>
</tr>
<tr>
<td>3</td>
<td>38.5</td>
<td>39.2</td>
<td>45.6</td>
<td>45.8</td>
</tr>
<tr>
<td>4</td>
<td>32.2</td>
<td>33.0</td>
<td>40.9</td>
<td>40.8</td>
</tr>
<tr>
<td>5</td>
<td>33.5</td>
<td>32.1</td>
<td>39.1</td>
<td>39.7</td>
</tr>
</tbody>
</table>

It can be seen that the PSNR values decrease as step size increases for the same watermarked image, that is, the images suffer more degradation. For a given step size, the PSNR values for highly textured images such as “Lake” and “Fruits” are higher than those of ‘simpler’ images. However, the step size is positively related to watermark embedding strength. For robust watermarking, it is desirable to achieve highest-possible embedding strength without significant visual quality degradation. For the experiments, the host images, “Lena” and “Plane”, are embedded using step size of 3, the host images, “Lake” and “Fruits” are embedded using step size of 5.

The proposed scheme with the quantization step size of 3 is applied to embed the watermark into original Lena image. The watermarked image is shown in Fig. 5(a). The quantization errors which are linearly normalized to the range of [0,255] and rounded to integers are shown in Fig. 5(b).

![Fig. 5 (a) Watermarked image (b) Quantization errors](image)

It can be seen that the watermarked image is visually the same as the original host image. The grey regions in Fig. 5(b) indicate quantization errors and black regions indicate the regions whose pixel values are not modified. The quantization errors are well spread around the watermarked images. The numbers of occurrence for the values of quantization errors are plotted in the form of a histogram in Fig. 6.

![Fig. 6 Histogram of quantization errors](image)
B. Robustness Evaluation

The following is a list of operations and attacks used to test the robustness of proposed watermarking scheme.

(1) JPEG compression with different quality factors: (a) 5, (b) 10, (c) 15, (d) 20, (e) 25, and (f) 30.

(2) Median filtering with different sizes: (a) 4×4, (b) 5×5, (c) 6×6, (d) 7×7, (e) 8×8, and (f) 9×9.

(3) Noise addition: (a) Uniform noise (0.2), (b) Uniform noise (0.3), (c) Gaussian noise (0.2), (d) Gaussian noise (0.3), (e) Salt & pepper noise (0.05), and (f) Salt & pepper noise (0.08).

(4) Common image processing operations: (a) sharpening by kernel \[
\begin{bmatrix}
0 & -1 & 0 \\
-1 & 5 & -1 \\
0 & -1 & 0
\end{bmatrix},
\]
(b) sharpening by kernel \[
\begin{bmatrix}
0 & 2 & 0 \\
-2 & 6 & -2 \\
0 & 2 & 0
\end{bmatrix},
\]
(c) Gaussian filtering by kernel \[
\frac{1}{16} \begin{bmatrix}
1 & 2 & 1 \\
2 & 4 & 2 \\
1 & 2 & 1
\end{bmatrix},
\]
d) Gaussian filtering by kernel \[
\frac{1}{8} \begin{bmatrix}
1 & 3 & 1 \\
3 & 5 & 3 \\
1 & 3 & 1
\end{bmatrix},
\]
e) frequency mode Laplacian removal (FMLR) attack, and (f) Color quantization. Color quantization is similar to GIF compression.

(5) StirMark bending strength: (a) 2, (b) 3, (c) 4, (d) 5, (e) 6, (f) 7.

(6) Line and column removal: (a) (2, 5), (b) (5, 2), (c) (3, 6), (d) (6, 3), (e) (7, 8), and (f) (8, 7), where each pair of numbers indicate the amount of rows and columns removed, respectively. The removed rows or columns are equidistant.

(7) Scaling by different factors: (a) 0.5, (b) 0.75, (c) 0.8, (d) 1.1, (e) 1.5, and (f) 1.8.

(8) Rotation through different angles: (a) −25°, (b) −15°, (c) −10°, (d) 25°, (e) 35°, and (f) 45°.

(9) Aspect ratio change: (a) (0.8, 1.1), (b) (0.9, 1.1), (c) (1.1, 0.8), (d) (1.1, 0.7), (e) (1.2, 0.9), and (f) (1.2, 1.0), where each pair of numbers indicate the amount of scaling in x and y directions, respectively.

(10) Shaping: (a) (5%, 1%), (b) (2%, 5%), (c) (1%, 3%), (d) (5%, 3%), (e) (2%, 2%), and (f) (5%, 5%), where each pair of numbers indicate the amount of shearing in x and y directions, respectively.

(11) General affine transformations: (a) matrix transformation \[
\begin{bmatrix}
1.2 & 0.3 \\
-0.2 & 0.8
\end{bmatrix},
\]
(b) matrix transformation \[
\begin{bmatrix}
1.1 & 0.1 \\
-0.3 & 0.9
\end{bmatrix},
\]
(c) matrix transformation \[
\begin{bmatrix}
1.0 & 0.5 \\
-0.1 & 0.7
\end{bmatrix},
\]
(d) matrix transformation \[
\begin{bmatrix}
1.2 & 0.9 \\
-0.8 & 0.2
\end{bmatrix},
\]
e) Horizontal flipping, and (f) Vertical flipping.

(12) Combination attacks: (a) JPEG 15°+Rotation 25°, (b) JPEG 20°+Scaling 0.8, (c) Median filtering 5×5+Rotation 30°, (d) Median filtering 6×6+Scaling 1, (e) Gaussian noise (0.3)+Shearing(5%,5%), and (f) Salt & pepper noise (0.05)+Aspect ratio change (0.8, 1.1).

The watermark bits are extracted from the attacked images. The bit error rate (BER), defined as the ratio of the number of incorrectly extracted bits over the total number of embedded watermark bits, is then calculated for all the cases. For ease of presentation, the BER values of the four images subjected to the same operation or attack are averaged. The average BER values are tabulated in Table II.

<table>
<thead>
<tr>
<th>Attack or operation</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0.12</td>
<td>0.085</td>
<td>0.056</td>
<td>0.03</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(2)</td>
<td>0.02</td>
<td>0.027</td>
<td>0.034</td>
<td>0.069</td>
<td>0.085</td>
<td>0.127</td>
</tr>
<tr>
<td>(3)</td>
<td>0.034</td>
<td>0.023</td>
<td>0.082</td>
<td>0.031</td>
<td>0.052</td>
<td>0.026</td>
</tr>
<tr>
<td>(4)</td>
<td>0.017</td>
<td>0.026</td>
<td>0.036</td>
<td>0.058</td>
<td>0.127</td>
<td>0.188</td>
</tr>
<tr>
<td>(5)</td>
<td>0</td>
<td>0.015</td>
<td>0.013</td>
<td>0</td>
<td>0.016</td>
<td>0.02</td>
</tr>
<tr>
<td>(6)</td>
<td>0.02</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.029</td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(8)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(9)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td>(10)</td>
<td>0.02</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>(11)</td>
<td>0</td>
<td>0.051</td>
<td>0.022</td>
<td>0.03</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(12)</td>
<td>0.023</td>
<td>0.086</td>
<td>0.071</td>
<td>0.052</td>
<td>0.08</td>
<td>0.045</td>
</tr>
</tbody>
</table>

It can be observed from the experimental results that the proposed scheme is robust against the listed operations and attacks including both image processing operations and geometric attacks, except when StirMark bending strength is very high.

V. CONCLUSION

A novel image watermarking scheme is described in this paper. For the scheme, the original host image is first normalized to a standard form. The watermark bits are then embedded by quantizing the magnitudes of Zernike moments calculated from the normalized image.

It is observed that the quality degradation caused by embedded watermark is not significant while the proposed scheme is very robust against various image processing operations and attacks including geometric attacks.

REFERENCES


