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A New Method for Image Classification
Based on Multi-level Neural Networks
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Artificial neural network (ANN) architectures havmeen

Abstract— In this paper, we propose a supervised method foncreasingly employed to deal with many tasks ofgem

color image classification based on a multilevensdidal neural
network (MSNN) model. In this method, images arassified into
five categories, i.e., “Car”, “Building”, “Mountain “Farm” and
“Coast”. This classification is performed withoutyasegmentation

processes. To verify the learning capabilitieshef proposed method,

we compare our MSNN model with the traditional Sigatal Neural

Network (SNN) model. Results of comparison havewshthat the

MSNN model performs better than the traditional Shibdel in the

context of training run time and classification erat Both color

moments and multi-level wavelets decomposition riegine are used
to extract features from images. The proposed odetas been
tested on a variety of real and synthetic images.

processing especially image classification andenedt. The
neural classifier has the advantage of being fasgghly
parallel), easily trainable and capable of creatagitrary
partitions of feature space [10]. However a neumrgtiwork
model, in the standard form, is unable to correctlssify
images into more than two classes [11].This is tudne fact
that each of the component single neuron employs
standard bi-level activation function. Since the-leviel
activation function produces only binary responsds
neurons can generate only binary outputs. So, deroto
produce multiple color responses either an architat or a

Keywords— Image classification, multi-level neural networks, functional extension to the existing neural modeikiquired.

feature extraction, wavelets decomposition.

I. INTRODUCTION
N recent years automatic image classification anderetl

have been increasingly investigated [1,2, 3]. Haavev

content-based image classification and retriewainues are
still immature for numerous reasons. The majority
approaches of image classification have
classification task using low-level image featurmsch as
color, texture, etc. Most of the work in this arpg5,6]
concentrates on semantic classes such as indawfut
people/non-people, city, landscape, sunset, foetst, These
are more general, consumer-level, semantic classepared
to the business-use oriented semantic classesthatsed by
other researchers. Another pertinent work concetims
separation of computer-generated graphic imagesh sis
presentation slides, from photographic images 7.8,

In this work, a new approach for image classifmatbased
on multilevel neural network model is presented.ltNavel
neural model makes use of a new activation functamed
multilevel sigmoidal activation function.

The remainder of the paper is organized as foll@&estion
2 shows multilevel activation functions used insthpaper.
Color moments and multilevel wavelet decompositiane

addressBiefly discussed in Section 3. In Section 4 theppsed image

classification approach is introduced. Section &spnts the
simulation results of the proposed image clasgificamethod
and Section 6 closes with a conclusion and disonssin
possible enhancements.

Il. MULTILEVEL ACTIVATION FUNCTIONS

A multilevel activation function is a functional texsion of
the standard activation functions in existence. egav
multilevel forms pertaining to several standardiveatton

The greater part of the approaches addressed imdgections can be designed. This section discudsesbasic

classification deals with pure color images andspnees
homogeneity in the color content of the image sceitber
explicitly or implicitly. However, real images bgrout a wide
range of heterogeneity in the color content. Thasation of
color information induces varying degrees of uraiaty in
the information content. The ambiguity in imageoimhation
emerging from the admixtures of the color composerds
often been dealt with the soft computing paradigm.
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design mechanism of the multilevel versions of skendard
activation function. The standard sigmoidal actiwatfunction
is given by (see Fig.1):

flx) = 1)

1+ e Fx

where,f is the steepness factor of the function. The navél
form of the sigmoidal functions is derived from theevious
standard form as follows:

¢(x) « f()+ @A -1Df(c)

where( 1 —1)c<x<Acand1<A<n.

)

In the above equatioi, represents the color index,is the
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number of categories, and represents the color scaledescriptor for texture.

contribution. Multilevel sigmoidal activation funohs for
three and five classes are depicted in Fig. 2agd3-i
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Fig. 1. Standard sigmoidal activation function
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Fig. 2. Multilevel sigmoidal function for n=3.
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Fig. 3. Multilevel sigmoidal function for n=5.

IIl.  CoLOR AND TEXTURE FEATURES

Image classification is usually based on some image

features that characterize the image. In the exgjstiontent-
based image classification and retrieval systenss rost
common features are color,
histograms are regularly used in image classificatand
retrieval. In this paper, we extract features wa tvays: color

moments as a descriptor for color and approximation

coefficients of multilevel wavelet decomposition &

A. Color Moments

The basis of color moments lays in the assumptian the
distribution of color in an image can be interpdetas a
probability distribution [12]. Probability distrittions are
characterized by a number of unigue moments (eognal
distributions are differentiated by their mean aadance). It
therefore follows that if the color in an imageldols a certain
probability distribution, the moments of that distition can
then be used as features to identify that imagedas color.
The three central moments (Mean, Standard deviatod
Skewness) of an image's color distribution candfendd as:

11’1.
—_E k
l’lk_n Pi
i=1

(3.a)

1 n
O = ;Z(p{‘ - We)? (3.b)
(3.0)

31 n . s
Sk = EZ(PL' )
i=1

wherepF is the value of thek-th color channel for thé-th
pixel, andn s the size of the image.

B. Wavelet decomposition

Discrete Wavelet Transform (DWT) captures
features and localizes them in both time and fraqueontent
accurately. DWT employs two sets of functions chéealing
functions and wavelet functions, which are reldtetbw-pass
and high-pass filters, respectively. The decommosiof the
two into the different frequency bands is merelyaated by
consecutive high-pass and low-pass filtering of timee
domain signal. The procedure of
decomposition of a signal x[n] is schematicallywhdn Fig.
3. Each stage of this scheme consists of two difiiters and
two down-samplers by 2. The first filter HO is tdescrete
mother wavelet; high pass in nature, and the seddhds its
mirror version, low-pass in nature. The down-samgetputs
of first high-pass and low-pass filters provide ttetail, D1
and the approximation, Al,
approximation, Al is further decomposed and thizcess is
continued as shown in Fig. 4.

x[n]

shape, and texture. rColo

Fig. 4. Multilevel wavelets decomposition.

IV. PROPOSEDAPPROACH
The main difficulty with any image classificatiomogess is

image

multi-resolution

respectively. The first
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that the unit of information in image is the pixahd each
pixel has properties of position and color valuewhver, by
itself, the knowledge of the position and valueagbarticular
pixel should generally convey all information reldtto the
image contents [13, 14]. To avoid this difficulfgatures are
extracted using two-way. The extracted featuresisviof two
folds: color
multilevel wavelet decomposition. This allows us dxtract
from an image a set of numerical features, expdeasecoded
characteristics of the selected object, and usddiffierentiate
one class of objects from another. The main stdpthe
proposed approach are shown in the following bldigigram
(see Fig. 5).

image
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Fig. 5. Block diagram of the proposed approach

In Fig. 5 above, the symbots, c, ..., ¢, refer to the classes
or categories that images are classified intohi following

moments and approximate coefficienté o

2517-9438
No:9, 2009

cA3

Fig. 6: Coefficients of wavelet decomposition

C. Feature normalization

To prevent singular features from dominating tHeeot and
to obtain comparable value ranges, we do
normalization by transforming the feature composextto a
random variable with zero mean and one variandellasvs:

xX—u
o

(4)

X =

whereu andcoare the sample mean and the sample standard

deviation respectively.

If we assume that each feature is normally disteétuthe
probability ofx being in thg—1,1] is 0.68. An additional shift
and rescaling as
x—p

30 +1
2

could guarantee 0.99 afvalues to be i1f0,1] range.

®)

X =

D. MSNN image classification

In this step, the multilevel neural network is usddhe
hidden layer has 50 neurons which use the design#tilayer

activation  functions. In the training stage, thairing
algorithm used the back-propagation method: thet fiattern
is given to the input neurons and the network git@sutput.
If it is not equal to the desired output patterhert the
algorithm computes the difference (mean squarear)err

subsections, the main steps of the proposed approagiween these two values and changes the weiglotslér to

mentioned above are briefly explained.

A. Pre-processing

A preliminary step of creating a symbolic represéioh of
the source images is required before applying aata d
classification methods. The images are thus noneeliby
bringing them to a common resolution, performingtdgram
equalization and applying the median filter to rememall
distortions without reducing the sharpness of thage.

B. Feature extraction

minimize the error. These operations are repeabedeéich
input pattern until the error is minimized. In ttesting stage,
the feature vector which holds the normalized fesstwof an
input image is fed into network, then the netwoikectly

outputs a value that refers to the category in ke input
image belongs.

V. EXPERIMENTAL RESULTS

Firstly, in order to evaluate the learning cap#&pibf the
neural model used by the proposed approach, a ctmopa

In this step, we utilize 2D multilevel Haar wavelet with the standard sigmoidal neural network wasiedrout.

transform to decompose an image. Each level
decomposition gives two categories of coefficieni®.,
approximate coefficients and details coefficiergasshown in
fig. 6. Approximate coefficients and color momeatg both
considered as the features for our classificatioblpm.

gfhe run consists in training multilevel sigmoidatunal
network and traditional sigmoidal neural networkighwthe
same numbers of network parameters. Fig. 7 shoepltts
of the Mean Squared Error (denoted as MSE) durhsy t
learning phase.

feature
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1 T T — T I T T Intel® Pentium Dual-Core processor and Windows &ist
operating system.

VI. CONCLUSION

classification. The proposed method made use ofwrah
network model called Multilevel Sigmoidal Neural terk
(MSNN). The main property of this neural model e tow

implementation. The simulation results on imagesifecation
shows that the MSNN model is very effective in terof
learning capabilities and classification accuracigdhough
the proposed method has dealt with five-categotsliese, it

o can be straightforwardly extended to deal with base of
0] 50 100 150 ZOOEpiZ(: 300 350 400 450 500 hlgher number of categories.
Fig.7: Averaged learning curve comparison betwe&NM and ACKNOWLEDGMENT
SNN models. This work is supported by Bernstein Group (BMBF,ZEK
01GQ0702), Forschungspraemie (BMBFFd&rderung,

The above mentioned approach for image classifiodtias
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covers 5 categories, Coast, Mountain, Car, FarichBarlding
as shown in Fig. 8. We used 20% of images from ea ’
category for training to get the category propeatyd the 80% Foundation (DFG).
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