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Abstract—Diabetes Mellitus is a chronic metabolic disorder, 
where the improper management of the blood glucose level in the 
diabetic patients will lead to the risk of heart attack, kidney disease 
and renal failure. This paper attempts to enhance the diagnostic 
accuracy of the advancing blood glucose levels of the diabetic 
patients, by combining principal component analysis and wavelet 
neural network. The proposed system makes separate blood glucose 
prediction in the morning, afternoon, evening and night intervals, 
using dataset from one patient covering a period of 77 days. 
Comparisons of the diagnostic accuracy with other neural network 
models, which use the same dataset are made. The comparison 
results showed overall improved accuracy, which indicates the 
effectiveness of this proposed system.  

Keywords—Diabetes Mellitus, principal component analysis, 
time-series, wavelet neural network.

I. INTRODUCTION

IABETES Mellitus (DM) is a chronic and progressive 
metabolic disorder, where according to the World 
Health Organization there are approximately 171 

million people in this world suffering from diabetes. The 
number of diabetic patients is expected to increase by more 
than 100% by the year 2030 [1].  
 Common manifestations of diabetes are characterized by 
insufficient insulin production by pancreas, ineffective use of 
the insulin produced by the pancreas or hyperglycemia. 
Causes like obesity, hypertension, elevated cholesterol level, 
high fat diet and sedentary lifestyle are the common factors 
that contribute to the prevalence of diabetes. Development of 
renal failure, blindness, kidney disease and coronary artery 
disease are types of the severe damage which are resulted by 
improper management and late diagnosis of diabetes. Even 
though there is no established cure for diabetes, indeed, the 
blood glucose level of diabetic patients can be controlled by 
well-established treatments, proper nutrition and regular 
exercise [1]-[3]. 
 Treatment program for a diabetic patient usually involves 
several times of insulin dose injection per day. Besides, based 
on the advice of a physician, self-monitoring of blood 
glucose level with a blood glucose measuring advice is also 
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done by the patient himself. Incorporating the information 
like previous insulin injection dose, previous blood glucose 
measurement and meal, the modification to the dietary, exact 
time and dose of insulin injection can be determined by the 
patient, with the aid of a measuring device.  
 Currently, there are a number of different computer 
assisted approaches that have been derived for the 
self-monitoring of blood glucose level, which consists of 
compartment model [4], algorithmic model [5]-[6] or 
mathematical model [7]-[8]. However, the full picture of the 
blood glucose metabolism is much more complicated. There 
are many detectable factors like food intake and physical 
exercise (Table I) and undetectable factors that characterize 
the blood glucose control. The complexity of the metabolism 
and the uncertainty associated with the measurement of the 
factors make the mentioned approaches to be less accurate 
and more uncertain. Hence, we seek for an alternative 
prediction tool which is more reliable in predicting the blood 
glucose level.   
 In this paper, we propose an expert system which is based 
on principal component analysis (PCA) and wavelet neural 
network (WNN) with different embedded wavelet families in 
the hidden layer (Mexican Hat, Gaussian wavelet and 
Morlet) in the prediction of blood glucose concentration. 
Since the interactions between the factors for glucose 
metabolism are complex, multidimensional, highly 
nonlinear, chaotic, stochastically and time variant 
time-series, the neural network model seems to be a more 
suitable predictor, where it can model the input-output 
behavior of the glucose metabolism, without knowing the 
involved explicit internal processes. In fact, neural network 
models have been applied widely in predicting time-series 
data [9]-[11]. 
 Different types of neural network models have been used 
in modeling the blood glucose metabolism, such as the back 
propagation neural network [12]-[17], recurrent neural 

network [16], [18], neural fuzzy system [19]-[21], Bayesian  
neural network [22], multilayer perceptrons (MLP) [23]-[26], 
polynomial network [24], radial basis function neural 
network (RBFNN) [23], [27], Elman neural network  [18] 
and time-series convolution neural network [26] have been 
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TABLE I
DETECTABLE FACTORS THAT INFLUENCE THE BLOOG GLUCOSE LEVEL

Increased Blood Glucose Level Decreased Blood Glucose Level 

Food Intake Exercise 
Infection Stress 
Obesity Insulin 

Inactivity Low Food Intake 
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applied widely in addressing the prediction of blood glucose 
concentration. However, the application of WNN in 
modeling the blood glucose metabolism has never been 
studied by other researchers. Indeed, we would see later that 
the nature of WNN makes it a suitable tool for the forecasting 
of the time-series for the blood glucose metabolism.  
 This paper is organized as follows. In section II, the used 
methodology of the proposed expert system and materials are 
discussed, followed by the simulation result of the proposed 
system in blood glucose concentration prediction in section 
III. Performance comparison between the proposed system 
and the other neural network models which used the same 
dataset as this paper is also made in section III. Finally, 
conclusions and future work are given in section IV. 

II. MATERIAL AND METHODOLOGY

A. Data Acquisition 
 The data is provided by Kok [25], which covers a 
continuous period of 77 days from one patient. At each day, 
the patient will need to fill in all the required information in a 
form, shown in Table II.   
 As shown in Table II, a day is split into eight measurement 
points: night (NT), before breakfast (BB), after breakfast 
(AB), before lunch (BL), after lunch (AL), before dinner 
(BD), after dinner (AD) and before sleeping (BS). The 
measurement points are further categorized into four 
different intervals: morning, afternoon, evening and night, 
where each interval consists of three measurement points, 
which are, at the start of interval, during the interval and at 
the end of the interval (for example: before breakfast, after 
breakfast and before lunch).  
 The patient needs to fill in the information for time of 
glucose measurement, blood glucose concentration, dose of 
short acting insulin injection, dose of long acting insulin 
injection, food intake, stress and exercise at each time of data 
recording. The scale of one to five is used for the recording of 
stress and exercise, where the value of one indicates no 
exercise at all and very relaxing, whereas the value of five 
means heavy exercise and heavy stress.  

Since the units for these variables are not the same, hence 
the data are scaled into mean of 0 and standard deviation of 1 
before the prediction of glucose concentration is done by the 
neural network. 
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Fig. 1.  Blood glucose concentration of a patient for a period of 77 
days for the morning and afternoon interval. The unit for the glucose 
concentration is mmol/l. The connecting lines between the 
measurement points do not contribute any value

 An example of a time-series for the blood glucose 
concentration for the morning and afternoon intervals is 
shown in Fig. 1. It can be observed that the time-series for the 
blood glucose concentration is highly non-stationary, time 
variant and chaotic. Hence, a neural network model appears 
to be a suitable tool to capture the behavior between the 
input-output dimensions. 
The correlation coefficients, R, between the blood glucose 
concentration of morning, afternoon, evening and night 
intervals, calculated by using formula (1) are shown in Table 
III,

1R1,
y)std(x)std(

y)cov(x,
R                      (1) 

where y)cov(x,  is the covariance between variable x and y,
std(x)  and std(y)  are the standard deviation of variable x
and variable y respectively. From the statistical analysis of 
correlation coefficient, 1R indicates an increasing linear 
relationship, whereas 1R indicates a decreasing linear 
relationship between variable x and y. The values between the 
range 1R1  measure the degree of linear dependence 
between the variables. The variables are said to be highly 
correlated to each other if 0.5R .
 From Table III, obviously, the blood glucose 
concentrations for the morning, afternoon, evening and night 
intervals are not highly correlated to each other. For example, 
a correlation coefficient of 0.1168 is obtained between the 
morning and afternoon intervals. This observation is 
probably due to the fact that the factors which control the 
glucose metabolism are dominating at different periods. The 
factors are dominating for a few hours, but are not continuous 
for the period that is longer than it. For example, the short 
acting insulin is injected before each meal in order to 
accommodate for the increased blood glucose concentration 
after the intake of food, but the effect of this short acting 
insulin can only stand for 3 to 4 hours. Thus, it is uncorrelated 
over a day period.    

TABLE II
SAMPLE OF THE DAILY INFORMATION FOR A PATIENT TO FILL IN

9 April 2004 

Friday NT BB AB BL AL BD AD BS 
Time  8:27  12:25  17:29  23:42 

Glucose
Level 

 7.8  6.6  7.4  8.3 

Short 
Act.

Insulin

 7  7  9  0 

Long 
Act.

Insulin

 22 0 0 16 0 30 3 

Food  81  93  92  8 
Exercise  3  2  3  2 

Stress  2  2  2  2 
NT-night, BB-before breakfast, AB-after breakfast, BL-before lunch, 

AL-after lunch, BD-before dinner, AD-after dinner, BS-before sleep, 
Act-Acting
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 Therefore, based on the fact that the values for these four 
intervals are uncorrelated, separating the blood glucose 
prediction into four different neural network models is 
reasonable, where one neural network model is built for each 
interval.   

B. Feature Selection 
 It has been proven that inclusion of the past measurement 
of the input variables increases the prediction accuracy of the 
neural network model considerably [18]. However, glucose 
metabolism process changes with time. Thus, the modeling 
of glucose metabolism which involves numbers of 
internal/external factors as well as past history of the factors 
itself is cumbersome. This is where the PCA plays its role, 
where it is capable of extracting the characteristic features of 
this complicated process. 
  Assume that along the time-series data, there are recurrent 
characteristic features with a scale of L. Moving a window of 
length L along the time-series with a step s at a time is 
comparable to finding the vectors of the corresponding 
dimension. Hence, those recurrent characteristic features will 
keep repeating in the window vector. This window vectors 
are the projected onto basis vectors through PCA. By 
applying PCA, the original window vectors which reflect the 
temporal variability of the blood glucose concentrations 
(fragment of time-series data) are transformed into a lower 
dimensionality of independent orthogonal principal 
components (PC). The PC will only correspond to the basic 
component of the characteristic features, where this implies 
that there is only one significant PC for those recurrent 
features, even though it repeats for more than once in the 
time-series. Hence, a highly irregular time-series data will be 
transformed into a new regular time-series of PC scores, 
which enables an easier prediction.
 A brief explanation of PCA technique is given below [28]. 

 Let nmX  be the data matrix with n column vectors and m
elements in each vector. Firstly, a covariance matrix, C, of 
the data matrix is calculated by using eqn. (2) 

T)x
i

)(x
N

1i
x

i
(x

1N

1
x

C                   (2) 

where x is the mean of X.
 Subsequently, the eigenvalues N,...,2,1 and the 
corresponding eigenvectors of the covariance matrix 

NE,...,2E,1E are calculated. Then, the eigenvalues are 
sorted in decreasing order. Hence, one can create the kth PC, 
yk by using the eqn. (3) 

N1,2,...,kX,T
kEky                             (3) 

 In fact, the PC is the linear combination of original data. 
The first PC represents the direction of maximum variation in 
the data, where the second PC, which is orthogonal to the 
first PC, represents the next largest variation in the data and 
so on. Since most of the variation in the data is concentrated 
in the first few PCs, hence choosing the first few PCs are 
accountable for most of the variability.  
 The number of PC to choose can be determined by using 
eqn. (4)

100%
N...321

w...321p              (4) 

where Nw  . A total of w PCs are chosen when the value 
of p exceeds a certain percentage.
 In order to make the performance comparison, the same 19 
input variables as Kok [25] and Baghdadi and Nasrabadi [27] 
are used, which are shown in Table IV. By applying PCA, the 
dimensionality of 19 variables is reduced to 4 PCs for the 
morning, afternoon, evening and night intervals respectively, 
since the first 4 PC already dominate for more than 90% 
variability. Subsequently, this first 4 PCs will be the input for 
the WNN model, which will be discussed in the next section, 
and the output of the WNN will be the predicted blood 
glucose concentration at the end of each interval.

C. Blood Glucose Level Prediction Based on Wavelet 
Neural Network 

 There are a number of different neural network models 
which differ in the network architecture, learning algorithm, 
number of hidden layers, and also the type of activation 
function used in the hidden layers. WNN is one of the neural 
network models which is inspired by the similarities between 
the wavelet decomposition and the single hidden layer neural 
network. Since the first implementation by Zhang and 
Benveniste [29]-[30], WNN have been applied widely in 

TABLE III
CORRELATION COEFFICIENTS BETWEEN THE BLOOD GLUCOSE

CONCENTRATION FOR THE MORNING, AFTERNOON, EVENING AND NIGHT
INTERVALS

 Morning Afternoon Evening Night 
Morning 1.0000 0.1168 0.1810 -0.0459 

Afternoon 0.1168 1.0000 -0.0744 -0.1002 

Evening 0.1810 -0.0744 1.0000 -0.1440 

Night -0.0459 -0.1002 -0.1440 1.0000 

TABLE IV
THE INPUT VARIABLES FOR THE PRECTION OF BLOOD GLUCOSE LEVEL

1. Glucose Level During Interval 
2. Short Acting Insulin During Interval 
3. Food Intake During Interval 
4. Exercise During Interval 
5. Glucose Level At Start of Interval 
6. Long Acting Insulin During Past 24 Hours 
7. Stress During Interval 
8. Glucose Level At Start of Interval on Previous Day 
9. Short Acting Insulin During Interval on Previous Day 

10. Food Intake During Interval on Previous Day 
11. Exercise During Interval on Previous Day 
12. Resulting Glucose At End of Interval on Previous Day 
13. Glucose Level At Start of Previous Interval 
14. Short Acting Insulin During Previous Interval 
15. Food Intake During Previous Interval 
16. Exercise During Previous Interval 
17. Exercise Average Over Past 24 Hours 
18. Interval Length During Interval 
19. Exercise Added Up 

Squared Values During Past 24 Hours 
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various applications, such as system identification, 
classification, and pattern recognition problems [31]-[33]. 
 WNN differ from the other neural network models in that 
it involves the integration of wavelet families as the 
activation function in the hidden nodes. A schematic diagram 
of a WNN, with d  input nodes, m hidden nodes and 
L output nodes is shown in Fig. 2. 
 The input layer will receive the input variable 

),...,( 1 dxxx and transmit the accepted input variables to 
the next layer. The second layer is a hidden layer with a 
mother wavelet in each hidden node. In this paper, 
different wavelet families, namely Mexican Hat, Gaussian 
wavelet and Morlet are selected as the basis functions in 
hidden layer. The nodes in this layer are given by the product 
of the mother wavelet as 

m1,...,j||),)jt(XjD(||)(j         (5) 

where jD  and jt   are the scaling and translation vector 

respectively. 
The sigmoid function (logistic and hyperbolic tangent) is 

the commonly used basis function in an MLP. Compared to 
the basis functions in the hidden layers of the MLP, the 
mother wavelet used in the hidden nodes of a WNN is a 
localized activation function. Hence, the connection weight 
associated with the hidden nodes can be viewed as locally 
piecewise constant models, which leads to learning
efficiency and structure transparency. 

                   . . . 

                                       .          .   .   .

                                              .  .  . 
Fig. 2.  A schematic diagram of a wavelet neural network with d 
input nodes, m hidden nodes and L output nodes 

The third layer is the output layer. The output will be the 
linear combination of the weighted sum of the hidden layer, 
which is given by eqn. (6) 

m

1j
L1,2,...,k,||)jt(XjD(||jjw(x)ky      (6) 

where jw and are the weight vector and bias term between 
hidden layer and output layer respectively. Obviously, all the 
neurons in any layer are fully connected to the preceding and 
also the succeeding layer, but no connections between the 
neurons within the same layer are allowed.  
 Various learning algorithms can be applied to the training 
of WNN; in this paper, the learning of WNN is by the method 
of solving the pseudo-inverse with fixed parameter 
initialization. Therefore, only the weight matrix W needs to 
be adjusted during the training of WNN, in order to map the 
underlying relationship between input and output space.
 Before we begin to describe the learning algorithm of 
WNN, let us define the cost function as in eqn. (7) 

2y(n))(n)d(y
2

1
E(f(n))                        (7) 

where dy is the desired output value and y(n) is the output 
value from WNN. Hence, the training of WNN is based on 
the minimization of the cost function. 
 There are two stages involved. Firstly, the scaling 
parameter is fixed. Next, the translation vector is randomly 
chosen from the input vectors. Let us represent eqn. (6) 
as WY , where

)mt,mD,d(x...)2t,2D,d(x)1t,1D,d(x
::::

)mt,mD,2(x...)2t,2D,2(x)1t,1D,2(x
)mt,mD,1(x...)2t,2D,1(x)1t,1D,1(x

(8)

is the output of wavelet families ,

and ||))iti(xiD(||)it,iD,i(x .
Therefore, in order to solve the weight matrix ,W

YW is computed. is the pseudo-inverse defined as 

.T1)T(
A summary of the learning algorithm of WNN is given as 

below:
i. Initialize the values for iD and .it

ii. Feed in the input vector X into the WNN. 
iii. Calculate the product of the hidden layer by using eqn. 

(5).
iv. Solve for the weight matrix W  by using the 

pseudo-inverse method. 
v. Obtain the output value of WNN, )(ny  from step (iv). 

vi. Compare )(ny  with the desired output value, dy .
vii. Calculate the cost function as in eqn. (7). 

viii. Repeat steps (ii) to (vii) until it meets the stopping 
criterion.

D. Performance Index 
 The training of the WNN model involves the modification 
of the weight vector gradually, in order to minimize the 
difference between the predicted value and the desired 
response. The difference is referred as cost function, which 
can be measured by various criteria.  
 In this paper, the performance index in terms of root mean 
squared error (RMSE) is used, which is formulated as 

p

1j
2]jy)j[f(x

p

1
RMSE                          (9) 

where p is number of testing samples, f(xj) is the desired 
response and yj is the predicted output of WNN.

E. Multifold Cross Validation 

x x

y1

w1
wm
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Input 
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y2 yL
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 Excessive training will force the WNN to memorize the 
input vectors and insufficient training will cause the WNN to 
be unable to learn from the input vectors presented to it, 
where it will lead to poor generalization when new inputs are 
presented to the WNN.  
 Therefore, in order to avoid these problems, multifold 
cross validation is used. The samples are divided into k
groups, where 1k . Firstly, one group from the samples is 
left out, where the training of the neural network involves the 
remaining of the samples. Next, the validation error is 
measured by testing it on the group left out. The process is 
repeated for k times, using each different group respectively 
as the testing set. Subsequently, the average of the validation 
error is calculated. In this study, we use a 10-fold cross 
validation.

III. EXPERIMENTAL RESULTS

 As discussed in Section II, four different WNN models 
will be constructed separately for the morning, afternoon, 
evening and night intervals, in order to predict the blood 
glucose concentration at the end of each interval.
 There are two stages involved in the prediction of the 
blood glucose concentration by using the proposed system. 
Firstly, the input dimension which consists of 19 input 
variables is reduced to 4 PCs by using the PCA technique. 
Subsequently, the PCs will be the input to the input layer of 
the WNN. After proper training, the output from the WNN 
will be the predicted blood glucose concentration at the end 
of the interval. 
 The experimental results (in terms of RMSE) of this 
proposed system by using different wavelet families in the 
hidden layer of WNN are shown in Table V.  

A. Performance Assessment and Discussion 
  From Table V, it can be seen that all the proposed 
system with different wavelet families in the hidden nodes 
performed well in predicting the blood glucose concentration 
at end of each interval. The highest RMSE is at 0.0504 for the 
morning interval and the lowest RMSE is at 0.0170 for the 
night interval. These RMSEs are rather small, indicating a 
promising performance of the proposed system.  
 A plot of the time-series for the predicted and measured 
blood glucose concentrations at the end of morning interval 
by using the proposed expert system with Gaussian wavelet 
in hidden layer of WNN is shown in Fig. 3, where Fig.4 is the 
enlarged segment of Fig.  3, for the first 30 days. It can be 
seen that, a relatively good prediction can be obtained by 
using the proposed expert system. 
      From the experimental results, the proposed expert 
system with Gaussian wavelet in the hidden nodes of WNN 
produces the lowest RMSE for each interval, when it was 
compared with the WNN with Mexican Hat or Morlet in the 
hidden layer.   
 As shown in Fig. 1, the time-series for the blood glucose 
concentration is highly irregular. It varies considerably and it 
has a number of big leaps throughout the time-series. From 
the wavelet analysis, high intensity signal is produced when 
the data correlates strongly to the shape of the wavelet. Thus, 
using the wavelet families which have the shape that is 
identical to the shape of the features being investigated is 
crucial. In other words, the wavelet families that have a great 

change in its main feature will manage to detect the great 
changes in the time-series of blood glucose concentration. 
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Fig. 3.  A plot of time-series for the predicted and actual measured 
blood glucose concentration at the end of the morning interval by 
using the proposed system with Gaussian wavelet in the hidden 
layer of the WNN 
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Fig. 4.  An enlarged segment of the time-series in Fig. 3, for the first 
30 days 

Fig. 5a.  A schematic diagram for Mexican Hat 

TABLE V
PREDICTION OF BLOOD GLUCOSE LEVEL USING THE PROPOSED SYSTEM WITH 

DIFFERENT WAVELET FAMILIES IN THE HIDDEN LAYER OF WNN
Wavelet
Families 

RMSE for Different Intervals 

 Morning Afternoon Evening Night 
Mexican

Hat
0.0460 0.0365 0.0370 0.0175 

Gaussian
Wavelet

0.0450 0.0348 0.0330 0.0170 

Morlet 0.0504 0.0350 0.0369 0.0176 
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Fig. 5b.  A schematic diagram for Gaussian wavelet 

Fig. 5c. A schematic diagram for Morlet 

 The schematic diagram of the wavelet families which we 
used in this study, namely Mexican Hat, Gaussian wavelet 
and Morlet, is given in Fig. 5. These wavelet families are 
symmetric (Mexican Hat and Morlet) or anti-symmetric 
(Gaussian wavelet) and they are highly regular.  Wavelet 
families of Mexican Hat and Morlet work well in 
approximating the quasi-sinusoidal function [34]. 
 However, from Fig. 1, the time-series is of a saw-tooth 
shape, instead of sinusoidal. Therefore, the wavelet families 
that have a large change in its shape will be more suitable in 
predicting the saw-tooth time-series, where Gaussian wavelet 
satisfies this criterion. The main feature of this 
anti-symmetric Gaussian wavelet might explain the good 
prediction accuracy for the saw-tooth time series that are 
used in this study.
 The present glucose metabolism is affected by the past 
glucose metabolism. That is the reason why the input 
variables from the previous interval are also considered in 
modeling the glucose metabolism in a particular interval 
(Table IV). However, the blood glucose concentration at a 
given instant, even though depending on the past history of 
the input variables, should only be limited within a certain 
short time interval. When the period of time between two 
consecutive measurements of the blood glucose level are 
getting longer, the influence of the history of the variables 
from the previous interval are not significantly important 
anymore. Somehow, this history information might become 
useless and add noise to the data. The length of the time 
interval between two consecutive measurements for the night 
interval and the morning interval of the following day spans a 
period of around 8 hours, which is a long period of time. This 
might explain the lowest accuracy of the blood glucose 
prediction for the morning interval.     

B. Performance Comparison and Discussion 

 Performance comparison between the proposed expert 
system with the other neural network models, namely, MLP 

[25] and RBFNN [27] are made, using the same dataset in 
earlier studies. The same 19 input variables (Table IV) are 
considered, but different input selection approaches are 
applied.
 Kok [25] used MLP in predicting the blood glucose levels, 
where a heuristic approach is used in selecting the input 
variables for the training of the neural network model. By 
trial and error, Kok came out with 12 different combinations 
of the input variables, and the MLP were trained by these 
different input combinations for each morning, afternoon, 
evening and night interval. Performance criteria are 
calculated from the testing samples, where the particular 
input selection method that performed the best for each 
interval was selected, followed by the blood glucose levels 
prediction by using an MLP.  
 As a result from this heuristic approach, Kok used input 
variables (2, 3, 4, 5, 6, 7, 18, 19) for the morning and night 
interval, (2, 3, 4, 5, 7) for the afternoon interval and (2, 5, 3, 
4, 13, 14, 15, 16) for the evening interval (Please refer Table 
IV for the information on input variables).           
 Followed from Kok, Baghdadi and Nasrabadi [27] used an 
RBFNN in modeling the blood glucose metabolism, where a 
pruning method was applied in the input selection. Firstly, 
the RBFNN was trained by all the 19 input variables. After 
the training of RBFNN, the criterion function as well as the 
weight of each input variable was calculated. The input 
variable with a low magnitude of weight was eliminated, 
followed with the training of RBFNN again. The criteria 
functions were measured again. Elimination of the input 
variable is worthy, if the present criterion functions were 
better than the previous one. Otherwise, the eliminated input 
variable will not be omitted. The process was repeated until 
the optimal input variables for each interval were obtained.
 In the end, after the elimination of the variables, input 
selection of (1, 2, 5, 6, 7, 10, 15, 17, 18) for morning interval, 
and (1, 2, 5, 10, 15, 18) for afternoon, evening and night 
interval are obtained (Please refer Table IV for the 
information of input variables).    
 The performance comparison between these different 
input selection methods and predictor based on different 
neural network models is given in Table VI. The performance 
of the proposed expert system with Gaussian wavelet in the 
hidden layer of WNN is used for the comparison.  
 From Table VI, a combination of input selection by 
heuristic approach and predictor based on MLP used by Kok 
performed unsatisfactorily. This disappointing performance 
is probably due to the poor input selection and also the 
behavior of the MLP. Selecting the combination of input 
variables randomly might overlook the implicit relationship 
between the variables since there are still many undetectable 
relationships between the factors that affect the blood glucose 
metabolism. Hence, selecting the input variables by trial and 
error seems to be not a wise approach.  
 Besides that, the sigmoid function used as the activation 
functions in the MLP is a globalized activation function. 
Compared with the localized wavelet functions in the hidden 
layer of WNN which leads to learning efficiency, the 
learning of the MLP is time consuming. In addition, the back 
propagation learning algorithm used by MLP tends to get 
trapped in local minima. When the MLP is unable to 
converge to a global minimum, the prediction accuracy of the 
MLP will deteriorate. Thus, this might explain the poor 
performance of Kok’s result.  
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 From Table VI, the performance of the proposed system 
outperforms the RBFNN used by Baghdadi and Nasrabadi 
[27] overall.  
 Regardless of the input selection approach, when we only 
emphasized on the predictive capability of RBFNN and 
WNN, the latter seems to be a more appropriate predictor for 
the time-series data. This is mainly due to the activation 
function used in the hidden layer of RBFNN and WNN. In 
[4], the Gaussian function is used in the hidden nodes of 
RBFNN. However, a periodic function and an exponential 
function are approximated better by using a WNN with an 
oscillating wavelet basis function and by a Gaussian 
activation function respectively. When we look at the nature 
of the time-series of the blood glucose concentration, 
approximating its saw-tooth behavior is more suited by using 
WNN. This might justify the superior performance of the 
proposed system for the morning, afternoon and evening 
intervals, when its predicting accuracies are compared 
against with the performance of RBFNN.  
 For the night interval, a RMSE of 0.0118 is obtained for 
the RBFNN, whereas for the proposed system, a RMSE of 
0.0170 is achieved. In this interval, the performance of 
RBFNN is more superior. This might be caused by the input 
selection method. When we look at the selected input 
variables for the night interval used by the RBFNN approach, 
the number of factors in the previous interval, previous day or 
the past 24 hours are eliminated. Compared with the PCA 
technique that we used for the input selection, the influence 
for all the factors that play an important role in blood glucose 
metabolism, as well as the history for all the factors are taken 
into account in the PCA. However, even though the blood 
glucose concentration at a given instant depends on its past 
history, when the length of the time interval is too long, the 
past history of the input variables on the previous day or past 
24 hours might not influence the present blood glucose 
concentration anymore. We should clarify that when we 
mention about the term past 24 hours, it indicates the time 
interval start from 00:00am to 24:00pm on the previous day. 
Hence, the length of the time interval between the 
measurement points for the input variables during the past 24 
hours is longer for the night interval, compared with the 
morning, afternoon and evening intervals. Hence, when we 
take it into the consideration by using the PCA, it might 
deteriorate the predictive capability of the WNN.  

IV. CONCLUSION

 Elevation of blood glucose level abruptly will make the 
diabetic patients go into a coma. Hence, prediction of the 
blood glucose concentration is important, in order for the 
patients to adjust the dose for insulin injection and for 
preventing the severe complications that result from 
improper management of the blood glucose levels.

 In this paper, we have proposed an expert system, where a 
feature selection based on the PCA and a predictor based on 
WNN are used. Our experimental results showed that the 
proposed expert system is a powerful model for the blood 
glucose prediction and it outperformed both the MLP and 
RBFNN approach. The better performance of the proposed 
system might be attributed to the integration of wavelet 
families in the hidden layer of WNN, which can be explained 
by the fact that wavelet functions can capture the behavior of 
the chaotic time-series better, compared with the sigmoid 
function in an MLP and the Gaussian function in a RBFNN.  
 The promising experimental results are also probably 
contributed by the input selection by using PCA, where the 
influences of the input variables at present as well as its past 
history are taken into consideration of the blood glucose 
metabolism. However, there is an issue related to the time 
constant. Some of the past history of the input variables that 
we  have considered in the PCA, span for more than 36 hours 
from the present measurement point. The question that arises 
here is, how far behind from the current measurement point 
should we take into account.
 In future work, besides the issue of the time constant for 
the past history of the input variables, the other significant 
factors that influence the glucose metabolism, like weight, 
age and sex, as well as the physiological parameters such as 
heart rate and skin impedance can be integrated in the 
modeling of the neural network. Development of a system 
that involves the prediction of the blood glucose level, as well 
as recommendation for the appropriate therapy is favorable. 
 Besides that, in this study, we have only emphasized on the 
modification of the wavelet families in the hidden layer of 
WNN. The parameter initialization and the learning 
algorithm of WNN are in primitive form. In future, advanced 
parameter initialization method and learning algorithm, by 
using clustering, genetic algorithm, particle swarm 
optimization can be applied in improving the performance of 
WNN. Integration of WNN with fuzzy logic is another issue 
that can be pursued.
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