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A Hybrid Scheme for On-Line Diagnostic
Decision Making using Optimal Data
Representation and Filtering Technique
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Abstract—The early diagnostic decision making in industrial
processes is absolutely necessary to produce high quality final
products. It helps to provide early warning for a special event in a
process, and finding its assignable cause can be obtained. This work
presents a hybrid diagnostic scheme for batch processes. Nonlinear
representation of raw process data is combined with classification tree
techniques. The nonlinear kernel-based dimension reduction is
executed for nonlinear classification decision boundaries for fault
classes. In order to enhance diagnosis performance for batch processes,
filtering of the data is performed to get rid of the irrelevant information
of the process data. For the diagnosis performance of several
representations, filtering, and future observation estimation methods,
four diagnostic schemes are evaluated. In this work, the performance
of the presented diagnosis schemes is demonstrated using batch
process data.
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I. INTRODUCTION

HE operation of Manufacturing or production processes

are, in general, subject to special or unexpected
abnormalities of breakdowns and malfunctions. These process
events or occurrence of statistical out-of-control states often
impose a significantly negative impact on final quality of
products produced [1], [2]. A fault is defined as an abnormal
process event, and the goal of fault diagnosis is to determine the
assignable causes of a fault. As an important topic of statistical
process control, many researchers have developed diagnosis
schemes suitable for specific industrial processes. Among them,
batch process is difficult to handle because it has many
challenging points such as nonlinearity, finite time duration, etc.
The production of a batch includes tasks like charging
ingredients, processing them under controlled conditions, and
discharging final product [3].

Recent development of diagnosis methods applied to fault
diagnosis area focused on the use of multivariate statistical
methods, especially machine learning techniques such as
nonlinear kernel versions of principal component analysis,
partial least squares, and Fisher discriminant analysis [4]-[7].
These empirical modeling techniques for fault diagnosis have
been widely used because of widespread sensor and data
measurement technology.

As a feature extraction and classification technique, Fisher
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discriminant analysis provides a efficient representation of data
where different classes can be separated as clearly as possible.
Thus FDA has been shown to be the linear technique better than
principal component analysis, which is attributed to the fact:
FDA seeks directions efficient for discrimination, but PCA for
explanation. The difference between FDA and PCA is
illustrated in Fig. 1. In general, each fault group in diagnosis is
equal to the data of a specific known fault. Then the task of fault
diagnosis is to classify a new data into one of predefined fault
groups. However, nonlinear patterns in data or processes
cannot be explained by linear techniques. In order to overcome
such a limitation, kernel methods have been used to develop a
variety of nonlinear kernel techniques [8]-[10].

Weea

Fig. 1 A diagram for data representation

If a large number of features prevent exploring data patterns,
it is necessary to eliminate unimportant ones. Unfortunately
redundant or irrelevant features are likely to mask underlying
patterns of data [4]. Thus one often tries to preprocess or filter
raw data before main analysis. This work presents a
classification approach to diagnosis, which is combined with
nonlinear representation of raw process data along with the use
of preprocessing or filtering techniques. The nonlinear
dimension reduction is executed for nonlinear classification
decision boundaries. The purpose of using nonlinear techniques
in classification tree is to decrease the data suitable for
discriminating several fault classes. Prior to building empirical
diagnosis models, filtering of the data is performed to trim the
irrelevant information of the process data. To compare the
diagnosis performance of KPCA and KFDA, a total of four
diagnosis schemes are evaluated, in which two filtering
techniques are also tested. Due to the characteristics of batch
data, the selection of estimation approaches for future
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observation is also discussed. The performance of the presented
diagnosis schemes is demonstrated using batch process data.
This paper is organized as follows: an introduction of
multivariate statistical techniques followed by a case study on a
batch process. Finally, concluding remarks are given.

II. METHODOLOGIES

A. Principal Component Representation

A linear version of principal component representation, i.e.,
principal component analysis (PCA), is used to decompose
correlated original variables into an uncorrelated set of linear
principal components. In most cases, only several components
are enough to explain the data variability. On the other hand, a
nonlinear PCA, i.e., kernel PCA (KPCA), can be derived by
solving Av = C"v, where C” indicates the covariance matrix in
the feature space F. Furthermore, the eigenvalue equation can
be written as [10]

AHP(x,),v) = (@(x,),C"v) (1)
and there exists coefficients a;, i =1, ... , M, such that
M
v=2a,d(x,)- ()
1

Combining (1) and (2) yields the following:
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Finally, the principal components for x are given by:

t = (v, (%)) = faf@(x,),cp(x)) - fajk(xj,xy “4)

B. Discriminant Analysis

The goal of linear Fisher discriminant analysis (FDA) is to
find certain directions in original variables, along which hidden
groups are discriminated as clearly as possible [8]. As an
extension of linear FDA, nonlinear kernel FDA (KFDA)
executes linear FDA in the feature space F. As a result, the
discriminant weight vector is determined by maximizing
between-class scatter matrix sy while minimizing total scatter

matrix S, which are defined in F as follows:
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By maximizing the Fisher criterion
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and solving the eigenvalue problem of §7y=1S?y We can

obtain the optimal discriminant vectors, which are actually the
eigenvectors of SYy=AS"y .

Temperature

0 50 100 150 200
Time

Fig. 2 Trajectories of a process variable

C. Classification-based Analysis

In general, classification tree classifier represents a statistical
technique for the classification of data of interest. Basically it
constructs trees by recursively partitioning predictor space.
Such processes utilize training data sets in which classes are
given and known in advance. During model building, a class is
assigned to each of terminal nodes. For the new data processed,
their predicted classes are the ones related to the terminal node
to which the new data are assigned using their predictor values
[11]. The class assigned to each terminal node # minimizes the
misclassification cost, which is given by:

r(0)=min}Y. c(il/) p(jl) ®)

where c(i‘ j) represents the cost misclassifying a class j as a
class i and p( j‘z) the estimated probability of the class j in

node ¢. The Gini diversity index is one of the commonly used
functions for node impurity

i(t)=X.., PN =1-3%, p*(jlt). ©)

The goodness of a split can also be evaluated by the deviance
for a node ¢

d(t)=-2Y n,log p(jit) (10)

III. RESULTS AND PERFORMANCE COMPARISON

In this section, the diagnosis performance of the proposed
scheme based on nonlinear kernel method combined with tree
classifier is demonstrated. The test process is a polyvinyl
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chloride batch process, which represents a straight resin
polymerization process initiated by vinyl chloride monomer.
This process includes a polymerization reactor, reflux
condenser, agitator, and cooling jacket. Eleven process
variables are automatically measured on-line with optimally
controlled operating condition. The trajectories of the
temperature variable for several batches are shown in Fig. 2.
For this diagnosis comparison purpose, 200 fault batches in
seven fault groups are used as training data of nonlinear kernel
diagnosis model for this batch process. Seven fault batches for
each fault group were used as test data. In this work, they are
referred to as D1 through D5. To compare the diagnosis
performance between KPCA and KFDA, these two nonlinear
kernel techniques were applied separately to find optimal
representation of various fault patterns. That is, when a new
batch is available on-line, diagnostic decision making step
utilizes corresponding nonlinear kernel diagnosis model to
identify an assignable cause of a fault. It is used to classify a
new batch into one of predefined fault groups. Considering
three-way characteristics of batch process data as shown in Fig.
3, it is necessary to estimate “future observations” of a new
batch. It is due to the fact that the data of a new batch is not
complete until the end of its operation.

Batch

Varlable

Fig. 3 Three-way batch data

An on-line KFDA vector of a new batch is given b projecting
the observation onto discriminant vectors as follows:
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As stated before, the selection of a kernel function for this
application is done after testing various kernel functions. It was
found that the second-order polynomial kernel is appropriate
to capture nonlinearity of the data.

A filtering or preprocessing of process data is performed first,
which is followed by executing nonlinear kernel analysis and a
classification tree. This work considers two filtering methods
for the test process, called discriminant partial least squares and
orthogonal signal correction. The orthogonal signal correction
(OSCQ) is a PLS-based algorithm that eliminates the unwanted
variation of X orthogonal to Y [12]. On the other hand,
discriminant partial least squares (DPLS) represents the
classical PLS applied to classification problems. In both
methods applied, we introduce a coding having information
about class memberships of samples where binary Y matrix has

a structure:

Finally, it is necessary to build a classification tree using
nonlinear discriminant scores. Using theses scores fault
classification should be performed to identify assignable causes
of process faults. Here, the maximum size tree needs to be
pruned back to select the optimal sized tree. During this process,
cross validation is used, and then classification tree building
processes are repeated around the optimum obtained in the

previous stage.
TABLEI
DIAGNOSIS RESULTS OF TEST PROCESS

DIAGNOSIS ACCURACY (%)

M1 M2 M3 M4
D1 85 89 95 97
D2 87 90 94 95
D3 86 90 91 92
D4 88 88 95 98
D5 85 89 94 94
D6 87 94 96 97
D7 84 87 88 89

Table I shows the diagnosis results for the seven test batches
of D1 through D7. In Table I diagnosis accuracy values (%
success of classification) are listed to compare the diagnosis
performance of four diagnosis schemes denoted as M1 through
M4. Here, diagnosis accuracy is defined as the proportion of the
observations correctly diagnosed. M1 denotes the diagnosis
scheme of using DPLS, KPCA, and tree classifier, but M2
shows the M1 using OSC instead of DPLS. On the other hand,
M3 differs from M1 in that it utilizes KFDA rather than KPCA.
The only difference M4 has is that it replaces DPLS with OSC.
As shown in Table I, the M4 diagnosis scheme showed the best
diagnosis performance in that it yielded the highest diagnosis
accuracy for all test batches except D5’s equal value 94% for
M3 and M4.

In terms of the average values of diagnosis accuracy over the
test batches, the M4 diagnosis method based on KFDA and
OSC produced the best diagnosis performance (i.e., average
diagnosis accuracy of 94.6. On the contrary, average values of
M1, M2, and M3 are 86, 89.6, and 93.3, respectively. It should
be also noted that overall diagnosis performance of using
KFDA (i.e., M3 and M4) outperforms that of using KPCA (i.e.,
M1 and M2), irrespective of filtering techniques used. The use
of KFDA diagnosis methods has significantly improved the
diagnosis performance. This is meaningful to operating
personnel who need to take control actions using the diagnosis
making results are important for quality of batch production

Similar to Table I, diagnosis results for the test batch process
using M1 through M4 diagnosis schemes are reported in Table
II and Table III. Here, only difference between Table I and the
two tables is that different estimation methods for future
observations for batch process are utilized. The fault library
method of [13] was applied to obtain the diagnosis results of
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Table 1. On the other hand, PCA-based estimated future
observations for batch data are used for Table II whilst current
deviation method are adopted in resulting in Table III. The
current deviation approach for future observations are
illustrated as shown in Fig. 4.

TABLEII
DIAGNOSIS RESULTS USING PCA-BASED FUTURE VALUES
True DIAGNOSIS ACCURACY (%)

Cause M1 M2 M3 M4
DI 84 87 94 94
D2 85 90 94 95
D3 86 88 90 91
D4 87 84 94 97
D5 82 85 93 93
D6 84 90 95 96
D7 80 84 87 87

TABLEIII

DIAGNOSIS RESULTS USING CURRENT FUTURE VALUES

DIAGNOSIS ACCURACY (%)

Ml M2 M3 M4
D1 81 83 91 92
D2 83 90 88 89
D3 83 84 87 88
D4 84 84 89 92
D5 81 82 87 92
D6 84 87 89 94
D7 80 83 84 85

K
Fig. 4 Estimation using current deviation approach

Table II and Table III showed the diagnosis results similar to
Table I in that the M4 produced the best diagnosis accuracy for
the batch test data in all the fault data. For example, as shown in
Table II, the M4 yielded maximum values except same
diagnosis accuracy in D1, D5, and D7 (obtained by M3). When
we compare the effect of using different estimation methods, it
is obtained that the results of Table I outperformed Table III
and Table III. More specifically, the difference between
PCA-based method and current deviation method as shown in
Fig. 4 can be shown in these tables. Also the use of KFDA
improved diagnosis performance significantly when compared
to using KPCA. This is believed to stem from the fact that the
algorithm or philosophy of FDA is suitable for classification
rather than for capturing maximum variation.

IV. CONCLUSION

A nonlinear representation based diagnosis was presented

with the filtering techniques used for the elimination of
unimportant variation of data. The use of a nonlinear technique
of KFDA was able to represent nonlinear behavior in the input
data of batch processes. Considering the widespread
availability of nonlinear industrial batch type production, such
nonlinear technique based diagnosis schemes would be helpful
to make diagnostic decision. It is also due to the fact that they
have much nonlinear characteristics involved inherently.
Compared to other diagnosis approaches, furthermore,
empirical model based schemes for diagnosis can be
implemented easily. A case study on the batch process has
shown that the use of KFDA combined with OSC yielded
reliable diagnosis results. It turned out that the M4 outperforms
the other diagnosis schemes of M1, M2, and M3. In terms of
future observations handling, we tested the three estimation
methods using the same process. Though not shown here, it was
demonstrated that the nonlinear kernel method outperforms the
linear methods of PCA and FDA. The performance of the four
diagnosis schemes would be directly affected by the quality of
historical batch data. In this case, it would help to gather as
many batch data as possible, but this inevitably results in a
computational problem. Another issue is concerned with the
case of a new type of fault. It is expected to be highly important,
particularly when the batch process has frequent operational
changes over time.
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