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Abstract—Fuzzy regression models are useful for investigating 

the relationship between explanatory variables and responses in fuzzy 
environments. To overcome the deficiencies of previous models and 
increase the explanatory power of fuzzy data, the graded mean 
integration (GMI) representation is applied to determine 
representative crisp regression coefficients. A fuzzy regression model 
is constructed based on the modified dissemblance index (MDI), 
which can precisely measure the actual total error. Compared with 
previous studies based on the proposed MDI and distance criterion, the 
results from commonly used test examples show that the proposed 
fuzzy linear regression model has higher explanatory power and 
forecasting accuracy. 
 

Keywords—Dissemblance index, fuzzy linear regression, graded 
mean integration, mathematical programming. 

I. INTRODUCTION 

EGRESSION analysis has proven to be a powerful 
methodology for analyzing the relationship between 

dependent variables (also called response variables) and 
independent variables (also called explanatory variables) [1], 
[2]. However, in many real-world situations, the data involve 
subjective human judgment under incomplete data conditions 
[3]-[5]. Data of this kind are usually described by approximate 
linguistic terms such as “approximately 50 meters” instead of 
exact values due to a lack of historical information or inexact 
knowledge. Such incomplete information belongs to epistemic 
uncertainty [6], [7] and can be modelled by fuzzy sets [8], [9]. 
The articles proposed by Tanaka et al. [10], [11] are 
well-known pioneer papers on fuzzy regression analysis. Since 
then, a significant amount of research has been devoted to the 
use of fuzzy regression analysis to evaluate functional 
relationships involving data of this kind. Fuzzy regression 
analysis has been successfully used in practical applications 
such as business cycle analysis [12], productivity and consumer 
satisfaction [13], product life cycle prediction [14], R&D 
project evaluation [15], and reservoir operations [16]. 

Many fuzzy regression models have been developed over the 
past three decades. These models employed one of three 
different resolution techniques [17]: the least-squares (LS) 
method (for example, [17]-[21]), the mathematical 
programming (MP) method (for example, [22]-[28]), and the 
support vector machine (SVM) (for example, [29], [30]). 
Several articles have noted the drawbacks of existing fuzzy 
regression models [17], [21], [28], [31]. As Redden and 
Woodall [32] and Kao and Chyu [26] noted, the main drawback 
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of the model developed by Tanaka et al. [11] and subsequent 
variations [22]-[24] is that increasing the number of 
observations to establish the regression model results in a wider 
spread of the estimated fuzzy response and then a fuzzier 
parameter estimation. This phenomenon contradicts the general 
observation that larger numbers of observations provide better 
estimations. To avoid this drawback, Diamond [18] and Kao 
and Chyu [21], [26] used crisp (numeric) regression 
coefficients to describe fuzzy relationships between dependent 
and independent variables. However, as Kao and Lin [31] noted, 
these models cannot address situations with decreasing spread 
or variable spread. Chen and Dang [28] proposed a variable 
spread method with a higher explanatory power to resolve this 
problem. 

Moreover, many existing methods have been developed 
based on the criterion of Kim and Bishu [33], in which the 
estimation error is defined as the difference between the 
observed and estimated responses. However, Chen and Hsueh 
[17], [27] noted that the criterion fails when the observed and 
estimated fuzzy responses do not intersect. In this case, the 
measure of the estimation error defined by Kim and Bishu [33] 
cannot reflect the actual difference. To address this problem, 
Chen and Hsueh [17] proposed an approach based on the 
criterion of minimizing the sum of the average squared distance 
to measure the estimation error according to the differences 
between the observed and estimated fuzzy dependent variables 
at several  -levels. Theoretically, using larger numbers of 
-cuts will yield estimates that are more precise. Chen and Hsueh 
noted that “previous studies suggest that only a few  -cuts are 
sufficient for fuzzy regression analysis if the fuzzy 
observations are characterized by fuzzy numbers with linear 
membership functions, such as triangular fuzzy numbers.” 
However, this characterization may decrease the generality of 
their model and thus limits the applications of this method. 

In this paper, a new approach is proposed to address this 
problem. For each pair of fuzzy observation and explanatory 
variables, the proposed modified dissemblance index (MDI) is 
adopted to measure the error in estimation. Accordingly, a 
two-stage approach with higher explanatory power is also 
developed. In the first stage, the graded mean integration (GMI) 
representation method is adopted to establish representative 
crisp values of fuzzy responses and independent variables 
based on the concept that the membership grade represents the 
fuzziness of the fuzzy set. The crisp LS method is then 
employed to estimate the regression coefficients. In the second 
stage, an MP model is formulated to determine the variable 
fuzzy error term for each pair of explanation variables and the 
corresponding response. The objective of each formulated 
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mathematical program is to minimize the total estimation errors 
measured by the proposed MDI subject to the established 
constraints, including that the spread of each estimated 
response is equal to that of the associated observed response. 
The concept of variable spread has been demonstrated to be 
useful in overcoming the problem of decreasing spread or 
variable spread [28]. 

II. PROBLEM STATEMENT 

In classical regression analysis, the most frequently used 
type for evaluating the relationship between independent and 
dependent variables can be written in the linear form as 
follows: 

 

0
1

,     1,..., ,
k

i j ij i
j

Y X i n  


         (1) 

 
where 

iY  and 
ijX  are the dependent variable and the jth 

independent variable of the ith observation, respectively; 
j  is 

the regression parameter associated with the jth independent 
variable; and 

i  is the error term associated with the ith 

observation. 
The parameter 

j  is usually estimated from sample data by 

statistical methods with sound theoretical properties, such as 
the least-squares method (LSM). If some of the observations 

iY  

and 
ijX  are collected under incomplete data conditions and 

described by fuzzy sets, then Model (1) becomes a fuzzy linear 
regression model. As a simple example, consider the case of a 
simple linear regression (SLR) model with one independent 
variable. Multiple regression cases can be straightforwardly 
generalized from this case. The fuzzy SLR model can be 
described as follows: 

 

0 1 ,     1,..., ,i i iY X i n                (2) 

 
where ( , )i iX Y   are n pairs of fuzzy observations and 

i  

represents the fuzzy errors. Without loss of generality, suppose 
that 

iX  and 
iY , i 1,...,n , are fuzzy numbers and are 

characterized by membership functions 
iX

   and 
iY

  , 

respectively. In fuzzy set theory, a membership function 
represents the fuzziness of the corresponding fuzzy set [32]. 

The problem is to determine the estimates for 
0 , 

1 , and 
i  

such that Model (2) has the highest explanatory power and 
forecasting accuracy under fuzzy environments. New ideas 
embedded in the proposed two-stage method are presented 
below. 

III. THE IDEA 

This paper proposes a new two-stage method that improves 
upon the models of Kao and Chyu [26] and Chen and Dang 
[28]. The main idea of the improved method is to use a more 
representative defuzzification method to establish crisp 

estimated regression parameters and to minimize the total 
estimation error using a more effective method to find the 
variable error terms. 

A. Crisp Regression Coefficients 

Ideal regression coefficients in a fuzzy linear regression 
model should be crisp numbers to avoid the main drawback of 
an increasing (or decreasing or irregular) spread of the 
estimated response [24]. Moreover, the regression coefficients 
should be representative in fuzzy environments because they 
are used to describe the contributions of the input variables in 
explaining the corresponding response. The regression 
coefficients derived in this paper follow these two criteria. 
Assume that all of the observations are triangular fuzzy 
numbers, which have been commonly employed by previous 
studies. The triangular fuzzy number 

iX  can be described by a 

triple element set ( , , )i iL iM iUX X X X  with the membership 

function ( )
iX

x   as follows: 

 

( ) ( ) /( ), ,
( )

( ) ( ) /( ), ,i

iL iM iL iL iM

X
iU iU iM iM iU

L x x X X X X x X
x

R x X x X X X x X


    
      


   (3) 

 
where 

iLX , 
iMX , and 

iUX  are the smallest, most likely, and 

largest values of 
iX , respectively. The fuzzy number 

iY  can be 

described by ( , , )i iL iM iUY Y Y Y , where 
iLY , 

iMY , and 
iUY  are the 

smallest, most likely, and largest values of 
iY , respectively, and 

the membership function ( )
iY

y   is defined in a similar manner. 

One idea of estimating 
0  and 

1  is to defuzzify the fuzzy 

observations 
iX  and 

iY  to crisp values and then apply the 

conventional LSM (for example [24]). Many defuzzification 
methods have been proposed and discussed by previous studies, 
in which the center of gravity (COG) method, also called the 
centroid method [32], is commonly used. In fact, the 
defuzzified value C

iX  is the simple average of 
iLX , 

iMX , and 

iUX ; that is, ( ) / 3.C
i iL iM iUX X X X   Similarly, 

( ) / 3C
i iL iM iUY Y Y Y   . 

The present paper adopts the GMI representation introduced 
by Chen and Hsieh [34]-[36]. They demonstrated the GMI 
method outperforms several methods proposed by previous 
studies [35], [36]. Let 1( )L   and 1( )R   be the inverse 

functions of ( )L x  and ( )R x , respectively. The GMI 

representation of 
iX  can be calculated as follows: 

 

 

 

 

1 1 1

0
1

0

1

0
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( ) ( )
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It is also easy to calculate  4 / 6GMI
i iL iM iUY Y Y Y    in the 

same manner. Based on the set of crisp values ( , )GMI GMI
i iX Y , 

the classical LSM is applied to estimate representative values of 

0b  and 
1b  for the regression parameters of 

0  and 
1 , 

respectively. These LS estimates are as follows: 
 

  1
1 2 2

1
( ) ( )

n GMI GMI
i i GMI GMIi

nGMI GMI
i GMIi

X Y nX Y
b

X n X











,                    (5a) 

 

 0 1GMI GMIGMI
b Y b X  ,                       (5b) 

 

where 
1

/
n GMI

GMI ii
X X n


   and 

1
/

n GMI
GMI ii

Y Y n


  . 

It is clear that GMI
iX  and GMI

iY  are more reasonable and 

representative than the defuzzified values C
iX  and C

iY , which 

are derived by the COG method, because the former are 
weighted averages with the most likely values of 

iMX  and 
iMY  

assigned quadruple weights. Therefore, the values of 
0b  and 

1b  

obtained based on the values of GMI
iX  and GMI

iY  are more 

representative. 

B. Error Terms 

Conceptually, the error term in (2) can be expressed as: 
 

                   0 1 ,     1,..., .i i iY X i n                 (6) 

 
By applying the procedure proposed in the preceding 

subsection, 0  and 1  can be estimated from 0b  and 1b , 

respectively, denoted as  0 GMI
b  and  1 GMI

b . Substituting them 

into (6), we obtain the following: 
 

   0 1 ,     1,..., .i i iGMI GMI
Y b b X i n      
          (7) 

 
when 

iX  and 
iY  are triangular fuzzy numbers, the error terms 

i  are triangular as well. Chen and Dang [28] noted that using a 

unique E  to estimate 
i ,  i 1,...,n cannot address the case of 

a decreasing or variable spread. The present paper follows the 
concept of variable spread proposed by Chen and Dang [28], 
where each 

i  is estimated by a triangular fuzzy number 

( ,0, )i i iE LS RS   and 
iLS  and 

iRS  are the estimated left 

spread and right spread of the ith fuzzy observation, 
respectively. Consequently, the estimated response is: 
 

    0 1
ˆ ,     1,..., .i i iGMI GMI

Y b b X E i n            (8) 

 
To determine the best values for 

iLS  and 
iRS , Chen and 

Dang [28] employed a mathematical program with the 
objective of minimizing the total estimation error. As in several 
related studies, the total estimation error is defined by the 

criterion of Kim and Bishu [33]; however, as Chen and Hsueh 
[17], [27] noted, this error cannot reflect the actual difference if 
the observed and estimated fuzzy responses do not intersect. 
Consequently, the explanatory power will be undermined if the 
fuzzy regression model is constructed based on Kim and 
Bishu’s criterion. Therefore, an improved measurement of the 
estimation error is necessary. 

To precisely evaluate the difference between two fuzzy 
numbers, the present paper proposes the MDI measurement 
based on Kaufmann and Gupta [37]. In (5), when 

iX  and 
iE  

are triangular fuzzy numbers, ˆ
iY  is also a triangular fuzzy 

number. The MDI between the estimated response 
ˆ ˆ ˆ ˆ( , , )i iL iM iUY Y Y Y  and the observed response ( , , )i iL iM iUY Y Y Y  

is: 
 

  
  1

0

ˆ ˆ ˆ, ( ) ( ) ( ) ( ) ,  1,..., ,L L U U
i i i i i i iD Y Y Y Y Y Y d i n          

         (9) 

 

where ˆ( )L
iY 
  and ˆ( )U

iY 
  are the lower and upper bounds of the 

 -cut of ˆ
iY , respectively, and ( )L

iY 
  and ( )U

iY 
  are those of the 

 -cut of 
iY , respectively. Because ˆ( , )i i iD Y Y   is developed 

based on the concept of distance, as in the method proposed by 
Chen and Hsueh [17], it can reflect the actual difference even in 
the case where the observed and estimated fuzzy responses do 
not intersect; thus, this approach avoids the drawback of 
existing methods that are based on Kim and Bishu’s criterion. If 
the observed and estimated fuzzy responses do not overlap, the 

value of ˆ( , )i i iD Y Y   calculated from (9) becomes large because it 

includes the area between them. More importantly, MDI can 
also overcome the difficulty of determining the appropriate 
number of  -cuts used in the method proposed by Chen and 

Hsueh [15]. Therefore, the present paper adopts ˆ( , )i i iD Y Y   as 

the estimation error to increase the generality of the proposed 
model and thus has wider applications. 

A smaller value of ˆ( , )i i iD Y Y   indicates that the estimated 

response of ˆ ˆ ˆ ˆ( , , )i iL iM iUY Y Y Y  better fits the corresponding 

observed response of ( , , )i iL iM iUY Y Y Y . Therefore, the 

objective of the proposed fuzzy regression model is to find 
iLS  

and 
iRS , i 1,2,...,n  such that the total estimation error of 

1

ˆ( , )
n

i i ii
D Y Y

    is minimized. Because the MDI is a more 

representative measure of the estimation error, the resulting 
fuzzy regression model will have a higher explanatory power. 

To handle the case of a decreasing or variable spread of the 
observed responses, the present paper follows Chen and Dang 
[28] and sets the width of the support of each estimated fuzzy 
response as equal to that of its associated observed fuzzy 
response: 

 
ˆ ˆ ,  1,2,..., .iU iL iU iLY Y Y Y i n          (10) 
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Moreover, to obtain meaningful left and right spreads, two 
sets of constraints regarding the lower bound of the individual 
spread of the estimated response should be considered [26], 
[28]: 

 

min
ˆ ˆ ,  1,..., ,iM iLY Y L i n             (11a) 

min
ˆ ˆ ,  1,..., ,iU iMY Y R i n                 (11b) 

 
where minL  and minR  are the minimum left and right spreads of 

the observed responses, respectively. Incorporating (8), (9), 
(10), (11a), and (11b), the proposed mathematical program to 

find the optimal values of *
iLS  and *

iRS , 1,2,..., ,i n  such that 

the total estimation error is minimized, can be formulated as 
follows: 

 

 
 
   

,
1

1

0

0 1

ˆmin   ,

ˆ ˆ ˆ s.t.   , ( ) ( ) ( ) ( ) ,  1,..., ,

ˆ         ( ,0, ),     1,..., ,

ˆ ˆ         ,  1,..., .

    

i i

n

i i iLS RS
i

L L U U
i i i i i i i

i i i iGMI GMI

iU iL iU iL

D Y Y

D Y Y Y Y Y Y d i n

Y b b X LS RS i n

Y Y Y Y i n



      
 

    

   





 

     

 

    

min

min

ˆ ˆ     ,  1,..., ,

ˆ ˆ         ,  1,..., .

iM iL

iU iM

Y Y L i n

Y Y R i n

  

  

(12) 

 
Because Chen and Dang [28] proved that their proposed 

mathematical program is always feasible, Model (12) is always 
consistent as well. 

Note that the difference ˆ( , )i i iD Y Y   in the first set of 

constraints of Model (12) can be easily calculated as the sum of 
the area between the left-shape functions of the observed and 
estimated responses and the area between the right-shape 
functions of the observed and estimated responses. If the 

observed and estimated responses do not intersect, ˆ( , )i i iD Y Y   is 

equal to the sum of the areas of the observed and estimated 
responses and the area between them. Moreover, although there 
are several cases involving the relative locations of the 
estimated and the observed responses [28], the calculation of 

ˆ( , )i i iD Y Y   can be simplified by eliminating impossible cases 

because the spread of each estimated response is defined as 
equal to that of its associated observed response. In addition, 
the number of decision variables can be easily reduced, which 
improves the efficiency of solving Model (12). According to 
(10), we have 

 

1
ˆ ˆ ( ) ( ) ,  1, 2,..., ,iU iL GMI iU iL i i iU iLY Y b X X RS LS Y Y i n       

 
or 

1( ) ( ) ( ),  1, 2,..., .i GMI iU iL i iU iLRS b X X LS Y Y i n       

 
Therefore, Model (12) can be simplified as the following 

mathematical program with only n decision f variables: 

   

1

1

0

0 1

1

ˆmin   ( , )

ˆ ˆ ˆs.t.   ( , ) ( ) ( ) ( ) ( ) ,  1,..., ,

ˆ         ( , 0, ),     1,..., ,

         ( ) ( ) (

i

n

i i iLS
i

L L U U
i i i i i i i

i i i iGMI GMI

i GMI iU iL i iU iL

D Y Y

D Y Y Y Y Y Y d i n

Y b b X LS RS i n

RS b X X LS Y Y

    



      
 

    

    





 

     

 

min

min

),     1,..., ,

ˆ ˆ         ,  1,..., ,

ˆ ˆ         ,  1,..., .

iM iL

iU iM

i n

Y Y L i n

Y Y R i n



  

  

(13) 

 
Consequently, the error terms of the proposed fuzzy 

regression model can be effectively and efficiently derived by 
solving Model (13) using mathematical programming solvers 
[38]. 

IV. EXAMPLE 

To illustrate the suitability of the proposed fuzzy linear 
regression model for solving different types of fuzzy regression 
problems and that it has a greater explanatory power than 
models in previous studies, we examine an example that is 
commonly discussed in the literature. This example was 
designed by Tanaka et al. [24]. The commonly used 
performance measure, Chen and Hsueh’s distance criterion 
[17], [27], is adopted to compare the performance of the 
proposed fuzzy regression model with models proposed by 
previous studies. Moreover, the MDI criterion proposed in the 
present paper is also adopted. 

Tanaka et al. [24] designed an example to illustrate their 
fuzzy regression model for addressing the problem of one crisp 
explanatory variable and fuzzy responses that are triangular 
fuzzy numbers. This example includes five pairs of 
observations [ , ]i ix y , which are shown in the first two columns 

of Table I. 

TABLE I 
THE ESTIMATION ERRORS FROM VARIOUS MODELS BASED ON MDI 

CRITERION 

ith 
Obs.

[ , ]i ix y  
MDI criterion 

DM KC-TS 
KC- 
LSE 

CH- 
LSE 

CH- 
MP 

Propos
ed CY

1 [1, (6.2, 8.0, 9.8)] 2.680 3.287 2.663 2.760 3.200 2.679 

2 [2, (4.2, 6.4, 8.6)] 3.915 3.334 3.876 3.940 3.300 3.539 

3 [3, (6.9, 9.5, 12.1)] 1.110 0.613 1.150 1.160 0.400 0.481 

4 [4, (10.9, 13.5, 16.1)] 3.495 4.028 3.401 3.121 4.301 2.620 

5 [5, (10.6, 13.0, 15.4)] 0.900 0.431 1.010 1.000 0.000 0.434 

Total error 12.100 11.693 12.100 11.981 11.201 9.753 

 
By defuzzifying these five fuzzy observations using the GMI 

representation of (4) and applying the LS estimates of (5), the 
derived regression coefficients are  1 1.71

GMI
b   and 

 0 4.95.
GMI

b   The mathematical program of Model (13) is 

then solved using the mathematical programming solver 
LINGO [39] to derive the estimates of the error terms 

, 1, 2,...,5iE i   as (-1.8,0,1.8), (-2.6,0,1.8), (-3.4,0,1.8), 

(-1.8,0,3.4), and (-3,0,1.8), respectively. Therefore, the fuzzy 
linear regression model constructed from the proposed method 
(denoted as CY) is as follows: 
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CY 4.95 1.71 ,   1,...,5,iY X E i    
 

  
where  1 1.8,0,1.8 ,E     2 2.6,0,1.8 ,E     3 3.4,0,1.8 ,E    

 4 1.8,0,3.4E   , and  5 3,0,1.8 .E    

Diamond [18] also applied a LSM of minimizing a distance 
function-Hansdorff metric, which is defined for the minimum, 
center point, and maximum between the observed and 
estimated responses, to determine the regression coefficients. 
The obtained model (denoted as DM) is 

 

DM (3.11,  4.95,  6.79) (1.55,  1.71,  1.87) .Y X   

 
Kao and Chyu [21] adopted a combination of Zadeh’s 

extension principle [40] and Chen and Klein’s ranking method 
and proposed a mathematical program to minimize the error 
sum of the squares (SSE) between the observed and estimated 
responses to find the numeric regression coefficients. The fuzzy 
regression model (denoted as KC-LSE) obtained is 

 

KC-LSE 4.808 1.718 ( 2.202,  0.118,  2.438).Y X     

 
Kao and Chyu [28] proposed a two-stage method to 

determine the crisp regression coefficients and a fuzzy error 
term, where the former is derived based on the defuzzification 
of the COG method and the latter is based on the criterion of 
Kim and Bishu [33]. Their fuzzy regression model (denoted as 
KC-TS) is given as 

 

KC-TS 4.95 1.71 ( 3.01,  0,  1.8).Y X     

 
Chen and Hsueh [27] proposed an MP approach based on a 

criterion of minimizing the distance between the observed and 
estimated fuzzy responses at certain  -cuts. Later, they 
improved the approach using the LSM [17]. These two fuzzy 
regression models (denoted as CH-MP and CH-LSE, 
respectively) are 

 

CH-MP 4.75 1.65 ( 2.4,  0,  2.4),Y X     and 

CH-LSE 1.71 (2.63, 4.95, 7.27).Y X   

 
Two performance measures, including the proposed MDI 

and Chen and Hsueh’s distance criterion, are adopted to 
calculate the estimation errors to compare the performance of 
these six fuzzy regression models. Table I lists the estimation 
errors of the fuzzy responses for the models based on the 
proposed MDI criterion. The total estimation error of each 
model is listed in the last row. The total error of the proposed 
method (CY) is 9.753, which clearly smaller than the errors 
calculated using the other nine models. Table II compares the 
estimation errors based on Chen and Hsueh’s distance criterion. 
The total estimation error of the proposed model is 5.120 using 
Chen and Hsueh’s distance criterion. As expected, the total 
estimation error of the proposed model is less than those of the 
other five models.  

In summary, the results listed in Tables I and II indicate that 
the total errors calculated using the proposed model based on 
all three criteria are smaller than those calculated from the other 
models. 

 
TABLE II 

THE ESTIMATION ERRORS FROM VARIOUS MODELS BASED ON CHEN AND 

HSUEH’S DISTANCE CRITERION 

ith 
Obs.

[ , ]i ix y  
Chen and Hsueh’s distance criterion 

DM KC-TS 
KC- 
LSE 

CH- 
LSE 

CH- 
MP 

Propos
ed CY

1 [1, (6.2, 8.0, 9.8)] 1.340 1.643 1.356 1.340 1.600 1.340 

2 [2, (4.2, 6.4, 8.6)] 1.970 1.668 1.962 1.970 1.650 1.770 

3 [3, (6.9, 9.5, 12.1)] 0.580 0.388 0.580 0.580 0.200 0.400 

4 [4, (10.9, 13.5, 16.1)] 1.710 2.013 1.702 1.710 2.150 1.310 

5 [5, (10.6, 13.0, 15.4)] 0.500 0.303 0.516 0.500 0.000 0.300 

Total error 6.100 6.015 6.116 6.100 5.600 5.120 

V. CONCLUSION 

This paper proposes an idea for constructing the fuzzy linear 
regression model with higher explanatory power, where the 
GMI and LSM is adopted to determine the representative 
numeric regression coefficients and used the proposed MDI to 
determine the variable spreads of the fuzzy error terms for each 
observation. In contrast to Kim and Bishu’s criterion, which has 
been adopted by several previous studies, the concept of 
dissemblance in the present study can measure the total 
estimation error even if the estimated and observed responses 
do not overlap. That is, the proposed MDI measurement reflects 
the actual estimation error. Furthermore, the proposed MDI is 
easier to use than Chen and Hsueh’s distance criterion, in which 
the number of  -cuts is difficult to predetermine. An example 

shows that the proposed fuzzy regression model has high 
explanatory power and forecasting accuracy. More examples 
are being tested in progress. 
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