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sources (modalities of data) seamlessly during the processes

Abstract—Biologically human brain processes information in bothyf pattern recognition and identification. In addition, we do

unimodal and multimodal approaches. In fact, information is pro- : . : .
gressively abstracted and seamlessly fused. Subsequently, the fu?gi%t simply understand the world by processing inputs in

of multimodal inputs allows a holistic understanding of a problen$iNgle level (flat) and isolated mode. We always organise
The proliferation of technology has exponentially produced varioy¥orldly things in hierarchical structures and look at them at
sources of data, which could be likened to being the state different levels of granularity for the acquirement of multiple
multimodality in human brain. Therefore, this is an inspiration tQjeys [5]-[8]. In fact, we have the capability to switch easily

develop a methodology for exploring multimodal data and furth . . . .
identifying multi-view patterns. Specifically, we propose a braieffom multiple views and at different levels of granularity [5].

inspired conceptual model that allows exploration and identificatit%im"arly’ [9] has argue_d a_lnd djscussed about the fact_ that
of patterns at different levels of granularity, different types of ierahuman has “Ways to Think”in which we could represent things
chies and different types of modalities. A structurally adaptive neuri@ many different ways.

”hEtWO”‘ is _d,eP'Onyd tcl) implement the PrQFr’]OSﬁd model. qurthe(;n}o_re,The proliferation of technology has exponentially produced
the acquisition of multi-view patterns with the proposed mode : P . :
demonstrated and discussed with some experimental results. \?anogs sources (or mOda“.tleS) of.dalta, which COUI(.j be Ilkehgd
_ _ _ _ ~ to being the state of multimodality in human brain. Specifi-
Keywords—Multimodal, Granularity, Hierarchical Clustering, cajly, the accummulations of multiple modalities of data is
Growing Self Organising Maps, Data Mining common issue encountered in the field of Data Mining. When
multiple data sources are involved in a data mining problem,
|. INTRODUCTION the existence of multimodality should be realised and taken
. . into consideration. That means, for a given application domain,
T has been proven t_hat the humar} braln,_ particularly lﬁt‘ﬁe related data sources could be regarded as various modali-
cerebral cortex, consists of many hierarchical models. For_ . . . . .
instance. visual cortex. cortical columns. and etc. hawsvsh ties in relation to its context of the domain. For instance, data
’ Lo T ’ L mining in medical domain could involve different modalities
the .sftructure O.f hierarchies in the human brain [1], [2]. lgf data, such as patients, pathology, X-rays, etc. In fact, we
addition, the different layers at the standard areas OfeKortcould retain the structures and properties of these data without

have also shown the characteristic of granularity. It has alintegrating them into an integrated database.

been reported that synaptic dynamics of neurons at differen By presenting a data mining problem with multimodality,

levels of layers (granulanhes) n chargg qf the forward:l.anthis motivates us to explore different modalities of data and
backward connections as well as the intrinsic and extrlnslg

connections of the cortical regions [3]. Similarly, the titl entify patterns unimodally and multimodally. For a unimodal

modality of human brain could be observed at the associatiB%ttem explorations and identifications, this allows unimodal

. . . patterns to be explored at different levels of granularity or
areas of the cerebral cortex. In fact, input signals are fi . . .
. R . . . abstractions. In fact, the patterns that exist at different levels
processed unimodally or individually. At higher hieraici

. . of granularity could be represented in hierarchical structures,
level, these unimodally processed signals are subseguentl

. . - such as concept hierarchies. Thus, the combinations of patterns
integrated and associated at association areas for psrposk - . .

o . o from several unimodal explorations have created the associa-
as coordination of movements, cognitive capabilities, aad

on [1] tions of patterns across several modalities. Such pattern iden-

. ... tification approach emulate the three characteristics of human
In order to survive, humans have evolved the capability {0 P

- . - rain, namely Hierarchy, Granularity and Multimodality in
use multiple senses naturally to identify, assess and m'%u&a{n brainy Y. y y

obJech, patterns, events and environments around them an ormally, the integration of all data into a mono-database
most importantly to protect themselves [4]. Hencefortrmbaa . h h and has b idelv ad d f
brain is constantly integrating multiple senses in theestst Is the common approach and has been widely a opted for
. . .[r)]attern mining. Nevertheless, this approach may lead to two
multimodality. In other words, we could say that human brai : - . . L .
. - - . - “possible problems, as discussed in [10]. Firstly, it is possible
is effectively and efficiently abstract and fuse variousuinp - . . .
that certain patterns have been destroyed during the integration
Y. L. Boo is with the School of Information Systems, Faculty ofPfOC€sS. Secondly, certain patterns, espcially some trivial ones,
Business and Law, Deakin University, Victoria, 3125, Aek&. e-mail: could still remain hidden. Due to these reasons, it is vital to
yee.boo@deakin.edu.au _ have an approach that could identify patterns from different
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levels of abstractions and simultaneously maintain structures
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developing a brain inspired approach for pattern identifice In addition, it has been reported that multimodal procegsin
that portray the three properties in human brain. of visual and audio inputs is able to outperform single mode
Given that various sources (or modalities) of data amocessing.
considered in a data mining problem, it is highly desirable On the other hand, [14] has proposed Memory-Prediction
to construct a conceptual model that capture and emulate Bramework as a theory that is inspired from biological pecsp
three key characteristics in human brain for pattern idientitive, particularly from his studies on neocortex. Accorlio
cations. With regards to this objective, the rest of thisguap[14], bottom-up processing of inputs from human sensors are
is organised as follows. Section Il briefly reviews some tbrahierarchically processed and abstracted from primitivelle
inspired models that are related to the three key charatiteri and into higher level where much more meaningful informa-
of human brain. Section Il presents our proposed braiion is extracted and emerged. Therefore, as the abstnactio
inspired model - Hierarchy and Granularity based MultiModanove upwards, the information is getting more invariant and
(HGM) Conceptual Model with some definitions, architecturesuch high level information is used for future prediction of
and discussion in relation to finding multi-view patterngisl future new inputs. Relatively, future prediction occurghna
is followed by the discussion of a structurally adaptivenaéu top-down process where invariant information being maiche
networks, as an implementation approach of the proposeidh bottom-up new inputs. The prediction involves matchin
conceptual model. Section V demonstrates the functioeslitof partial sequences and expectations at higher level are
of the proposed model with a simple data set and discusggsjected to the lower level inputs with reciprocal propéaga
the experimental results. Section VI concludes this paper. of information.
Hence, the invariant information at high level of abstrawti
Il. REVIEW OF RELATED WORKS is more stable temporally in comparison to the lower level
L . where sensory data is raw, novel and thus always changes
The_ study. of machine |r?telll|ger)ce has rec_ently made gmporally. [14] also applies Memory-Prediction Framekvor
paTad'gm shift towards brain . |nsp|r_ed _computlng approac}b explain the association for integrating different sensech
This has l?d to the quest on |nve§t|gat_||jg and understanq visual, audio and touch. The implementation and formalis
the biological structu_re anql fu_nct|onaI|t|es of huma_n brai ti?n of Memory-Prediction Framework has been discussed in
Subsequently, such mvestlgatlons and understandmgdcz%a and a technological product named Hierarchical Terapor
!oe very usefu_l for the design and development of a br emory (HTM) is produced. HTM replicates the structural
|nsp|.red .machlne or computer systems that could be fy.m.—'%d algorithmic properties of neocortex and bears some re-
appll_ed in many fields. Therefore, _there are many art|f|C|§ mblance to machine learning technique such as Bayesian
architectures or systems that are involved in the pursue !\Tjétworks [15]
\ .

this goal. Specifically, we focus our discussion on resear Apparently, AVIS and Memory-Prediction Framework have
endeavours that are more related and relevant to the SiftRtrated the three key characteristics of human brairer&-

of hierarchy, granularity and multimodality in human braing, o it is important that these characteristics, namelgrat
Hence, we fo.cus.on two main models or fra}meworks as bello}f\hy, Granularity and Multimodality could be portrayed in a
« the Audio Visual Information Processing (AVIS) and itsyrain inspired conceptual model. Particularly, we beligvat
implementation in Person Identification based on Audihe hybrid of these characteristics is useful and signifiéan
tory and Visual Information (PIAVI). identifying patterns in the field of Data Mining.
« the Memory-Prediction Framework and its implementa-
tion in Hierarchical Temporal Memory. IIl. THE HIERARCHY AND GRANULARITY BASED
AVIS [11] is a connectionist framework that integrates mul- MULTIMODAL (HGM) CONCEPTUAL MODEL

tlm_odal inputs (i.e. visual and_ audio inputs). Such two nede Based on the study of biological properties of human brain
OT Inputs are prpcegsed at different levels of _granulaﬁt;f and the review of related research works, a brain inspired
d_n"ferent levels in visual subsystem ar_ld a_ud|tory SUbs_VSteframework is proposed, namely the Hierarchy and Granylarit
(ie. VI to V5 and Al to A5), there exist different funCt'onSoased Multimodal (HGM) Conceptual Model. The definitions

and characteristics to process inputs reciprocally. The "dt the key characteristics of the model is firstly specifieidmpr

inputs frqm two modes' are processed at prim!tive "?Ve's a%j the discussion of the architecture of HGM. Subsequently,
aggregation occurs at different levels of the auditory aadal the identification of multi-view patterns with HGM is pre-
subsystems. Eventually the higher levels of informatioa aLented

integrated at the higher-level concept subsystem.

In addition, the modes of operation for AVIS could be uni- o ) ) )
modal, bimodal and cross-modal. Unimodal processing $efeﬁ. The Definitions of Hierarchy, Granularity and Multimodal
to individual processing of auditory and visual subsysten‘fé’
while bimodal processing implies that visual subsystermdou The definitions of Hierarchy, Granularity and Modality are
process visual inputs as well as audio inputs and vice versa presented individually. Subsequently, the definitiond thmk
auditory subsystem. On the contrary, cross-modal prawgssthese characteristics in the state of multimodality are als
operates by having visual subsystem to process auditongsnppresented. These definitions provide the foundations fitindua
only and vice versa. AVIS has been applied and implementedderstanding and discussion of the HGM architecture amd th
as PIAVI in [11]-[13] with promising experimental results.experimental results.
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1) Definitions of Modality:

« A modality is a domain-related or context-related data
source. Thus, given a specific domain, domain experts is
normally required to manually group or select relevant
attributes in accordance to modality.

« A modality m consists of a collection of relevant features
fi € F, where F' is a finite set of feature space and
i =1{1,2,...,n}. For example, the relevant features for
the modality of patients in the domain of medical coulid- 1. Some examples of concept hierarchy [16].
be age, address, contact numbers, etc.

2) Definitions of Hierarchy:

« The definitions about hierarchy focus on how different
types of concept hierarchy could be formed for a given
modality m. Therefore this section will formally discuss
how different featureg; could contribute to the formation
of feature-related concept hierarchies.

« Within a modalitym, featuresf; where: = 1,2,...n,
could be selected from feature spaketo form feature
subspacd’; C F whered=1,2,...n.

« Given a modalitym, the element of empty sef, or ()
is always discarded. This is because at least a feature
fi is required for a feature subspad¢. In fact, the
element of{f1, f2, fs} is not included inF; because
F; Cc F wherer =1,2,...n and it should be included
in F. Eventually, we assume that the maximum feature
subspaced”; that could be produced for a modality
is 2™ — 2. Subsequently, the combinatorial identity for a
modality m» would be:

M+ +...+ () =2"—2forn>0.
« The feature subspaceB; and feature spacd’ in a

@ @)

« For instance, with regards to sample 3 in Figure 1, the
greatest or the maximum granule or concept is N and
it could be termedchs; ;. It means that N is at 3rd
hierarchy with 1st granule at 1st level. Similarly, from
the same samplefs s 4 is referred to K. In addition to
sample 3,{ch341,chs a2} C ch331 — {A,B} C D
shows the abstraction of granules.

« If we are to consider all the examples of concept hier-

archies in Figure 1 as belongs to modality;. Thus,

in general, we could add another dimension to label a

concept hierarchy ash,, . With regards to sample

3, we could then label N ash; 3,;, which means N

is in modality mq, at 3rd hierarchy with 1st granule at

1st level. This additional information of modality. is

very important as it allows patterns to be identified across
multimodality.

4) Definitions of Multimodality:

« Let V, denote the state or environment of multimodality.
A collection of different types of modalityn; , where

: ) Vp is a finite set withVp = {m1,ma,...,my}.
(rjngdaht;ng couldtbhtnT mapﬁi;accohrd|ng;jly_tola2numbers of . The pair of conceptsh,, »,, whereh = 1,2,....q ,
iierent concept hierarchiasy, whereh = 1,2, ..., n. l=1,2,....,randg = 1,2,...,s, could be associated

Let CH,, denote the set of concept hierarchies formed
in a modalitym, also termed Modality Hierarchy Space,
wherech;, € CH,,.

3) Definitions of Granularity:

« A Concept Hierarchyh, € CH,,|h = {1,2,...,q} is a
kind of partially ordered set (poset) whetky, is a finite
set of concepts and is a partial order orehy,.

o Let z,y,2 denote the concepty is called a nearest B. The Architecture of HGM

via a mapping function such that

« This means that each concepts in the concept hierachies
of the Concept Hierarchy SpaceH,,, for each modality
m; are mapped in pairs.

ancestor ofz, if the following conditions are satisfied: The proposed conceptual framework was inspired by the
1) z,y € chy, with z <y andz # y multimodal information processing from [12]. Particuiarl
2) There is noz € chy, such thatr < z andy < z HGM has been modified to accommodate the three key
« If there is @ maximum element ief;, and a set ofh;,; characteristics - Hierarchy, Granularity and Multimotafihat
whereh =1,2,...,qandl =1,2,...,r, such that are formally defined previously. The design of HGM has been
" tailored to cope with more modalities and hierarchies ofidat

Chi = 191 chay andchy; O chy ;=0 for i # j that could appear at multiple levels of granularity. Thussit

In addition, if a nearest ancestor of a conceptiin ; is comparatively more flexible and allows large amount of data

in chy, ;, then the nearest ancestor of the other concetsplorations.

in chy; are all inchy, ;. The flow of data inputs in HGM is depictd in Figure 2.
« Within a modalitym, the level numbei for a concept Apparently, all modalities of data inputs are pre-processed

hierarchy is regarded as the levels of granulatity L fed into HGM from the top and bottom separately. In partic-

for a concept hierarchyh;, where L is a finite set and ular, data inputs from the bottom are separated into diftere

1=1,2,...,r. types of modality. Specifically, such separation is conelditty

« Similarly, the concepts could be regarded as the grandlemans with their knowledge of a particular domain. Within
g € G for each levell whereG is a finite set andj = HGM, two pattern identification approaches are deployed,
1,2,...,s in a given modalitym. namely Global Pattern Identification (GPI) and Local Patter
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All Modalities of Multiple Views

Pre-processed Data Inputs of Patterns perspectives. In particular, Vertical View presents pateat
different levels of granularity for different types of capt
l J l I ‘[ I hierarchies which are obtained from Depth View. Furtheemor
Depth View and Vertical Views could facilitate unimodal
Hierarchy and Granularity based pattern analysis and therefore pattern exploration isicesd
N e Sy to features relevant to a particular modality. Subseqyentl
Local Pattern Identification (LPT) the pattern exploration in Horizontal View spans across uni

modality that comprises of different levels of granulartyd
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA different types of hierarchy.

Separation of To further illustrate the three perspectives, Local Patter
ata Inputs - N - e . . . . .
With Human U Modality-1 \ | Modality-2 | <<<<<< Modality-n ] Identification (LPI) could be graphically illustrated indtire
Knowledge 4, The different types of modality are represented in diffier
shapes while the different types of concept hierarchy are
All Modalities of represented in different colors. Regardless of unimodalit
Pre-processed Data Inputs multimodality, different levels of granularity could be -ob

served. Therefore, the granules that comprise for each leve

Fig. 2. The top-down and bottom-up flow of data in HGM of a hierarchy shows different abstractions in patterns.

Identification (LPI). The outputs of HGM consists of global Different granules

(c]ualers)

and local patterns. In fact, the outputs of HGM have been g E;fij?:‘f """"""""
eralised or abstracted from data to information(pattethg) ey @and g *,/ /
are presented in different views. Therefore, HGM faciigat ") g. ,,,,,,,,,,,,,,,, y piten
extensive and intensive data explorations and multiplevwie @ Bty
of patterns could be obtained. colours)

81 82 &3

The architechture of HGM s illustrated in Figure 3. It | &/ g ol oo ( i
is noticeable that HGM is designed as a three dimensional \g' \g, \g’ \g' g‘/
architecture to accommodate the presentation of patteons f ——«———— DiffrnTypes of Moty
different views or perspectives. We believe that pattemes a m={l...p}
deemed to appear in different types of concept hierawghy Fig. 4. The representation of the three views in Local Pattdentification
and at different levels of granularity as well as acrossediff (P! with gradient, colours and shapes

ent types of modality. To generate and identify multimodal

patterns with different hierarchies and granularities, G~ ©On the contrary, the fourth perspective - Global View, is

subsequently explores and identifies patterns in the fafigw referred to Global Pattern Identification(GPI). Specifical
four perspectives: patterns are represented in Global Concept Hierarchy ierord

. . to obtain a global and brief idea of patterns. Such approach
« Vertical View . - . .
is rather similar to traditional way of exploring data from a

« Depth View .
. Horizontal View integrated database.
« Global View
C. The Multiple Views in the Pattern Identification with HGM
obal Patterns }— . _—
E Globil View | HGM allows unimodal data to be explored by drilling
hﬂg/x/ xfb «mﬁf dpwn_into different Ievel§ of granularity. Henceforth, tieal
i (Depth View) View in HGM allows unimodal patterns at each level to be

e ] m s represented in a concept hierarchy. It is important to have
Emm aums A umd || patterns represented in a concept hierarchy as it provides
| different abstractions of the patterns which are represent
in numbers of granules that constitute each levels of the
hierarchy. Similarly, such characteristic demonstratesflex-
ibility of HGM to traverse vertically from high abstractisn
of patterns into lower abstractions of patterns in a unirhoda
data.
In addition, patterns could also be identified when différen
" " et Types ot Modatit types of concept hierarchy is portrayed in Depth View. In
(Horizontal View) other words, this means that different types concept ribyar
Fig. 3. The architechture of HGM could be generated with regards to the numbers of relevant
attributes or features that exist in a particular modaf&iven
With regards to the two pattern identification approachethe same set of features or attributes, each feature in that
Local Pattern Identification (LPI) consists of the first #reparticular modality could subsequently produce differgetvs

N
T

i
ZBI:
[
8_
i
i
i
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of patterns identified. Similarly, such concept hierarstueuld

also be examined at different levels of granularity. In fact 1 )
patterns that appear in different types of concept hierasch

could be cross correlated. For instance, patterns thaajmpe l

first hierarchych; at first levell; could be linked and cross -~ -
correlated with patterns appear in last hierarchy at first A +

levell;. Therefore, patterns could be viewed differently within

a unimodality. _
Data from an application domain are differentiated and

separated into multimodalities, as represented as Mgdailit

g.5. The initial GSOM [18]

in Figure 3. Thus, Horizontal View could obtain multimodal New node
patterns in distributed and parallel manner. In additidrg t

identification of patterns in unimodality could be examirbsd High Exmer Newnode
linking the unimodal patterns with other patterns that teixis | Z:I

other different modalities. This is depicted in Figure 3 vehe —0

multiple modalities of data are interconnected to eachrsthe o @ -

at different levels of granularity. For instance, pattethat
appear in first modalityn; at first levell; could be linked and
cross correlated with patterns appear in third modatity at
second level,. Therefore, the flexibility of HGM facilitates

the thorough examinations of data.

Although patterns could also be revealed and represente(ﬂnnOde generation from boundary nodes. The new node is

Global Concept Hierarchy, the levels of granularity woutd parown to represent input data using a heuristic approach and

limited. This is because all modalities of data are reprtezrdsnthe a!lopation of Weight. val.ues of node; during node growth
in a single hierarchy and therefore patterns identified tefite similar to SOM, which is self organised.

to be portraying high level of coarseness. In other words,T0 control.the spread of the map, a concept called Spread
patterns identified in unimodality or multimodality, speezally actor (SF) is developed for specifying the amount of spread

portraying Vertical View, Depth View and Horizontal View,that is needegl for the analysi§ on dgta. Such characteristic
could have lower coarseness. Nonetheless, Global Pat@JfWs clustering to be done hierarchically by gradually ad
Identification (GPI) is still capable of portraying Globaiew 1UStng the values in Spread Factor. In fact, Spread Factor
of a domain. Patterns represented in Global Pattern IdentfﬁkeS values from 0 to 1 and is regardless to the_ dlm_ensmns
cation (GPI) could be useful. In fact, the holistic view of n the data. Therefpre, data analysis usually beg'f‘s with o
domain could provide preliminary guidance to the in dept¥|a|ue and slowly increases the further observations of the

exploration for discovering hidden and unexplored pagtémn §electep| region of glata. Thus, it allows comparison of tesul
Local Pattern Identification (LPI). in multiple abstractions on the same data sets and also the

comparison of results of different data sets with a différen
IV. THE GSOM r;;r‘;(t));ar of attributes by mapping them with the same Spread

Various techniques such as clustering, classificatiom-ass The following shows GSOM process, further explanations
ciation rules, decision trees, and the combinations of the@gescribed in [18].

could be deployed to implement HGM. Nevertheless, we
are particularly interested in representing patterns usters

ig. 6. New node generation from the boundary of the netw&#{ [

1) Initialization phase:

as data inputs could be grouped naturally without explicit a) Initialize the weight vectors of the starting nodes
advice from domain experts. Thus, we present an existing and (usually four) with random numbers between 0 and
plausible technique, namely Growing Self Organising Maps 1.

(GSOM), with some justifications. b) Calculate the growth threshol@dT) for the given

data set of dimensio according to the spread

A. The GSOM Algorithm factorSF) using the formula:

An extension of the SOM, called the Growing Self Orga- GT = D x In(SF)
nizing Maps (GSOM) has been developed with the capability
of self adapting according to the input data and could better2) Growing Phase:

represent clusters [17], [18]. a) Present input to the network.

Unlike SOM, Growing Self Organizing Maps does not start b) Determine the weight vector that is closest to the
with a predefined network, instead it is initialised with fou input vector mapped to the current feature map
nodes as shown in Figure 5. The four nodes are named as the (winner), using Euclidean distance. This step can
boundary nodes. The entire node generation process bdgins a be summarized as: fing such that
the boundary nodes in which each of the nodes are allowed to
grow freely into desired directions. Figure 6 shows the pssc [¥ —wg | < |9 —wy| VgeN
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where ¥, w are the input and weight vectors important in concept hierarchy generation in HGM in
respectivelyq is the position vector for nodes and which different levels of granularity is necessary to form
N is the set of natural numbers. the hierarchy. In fact, it again shows the plausible way to
¢) The weight vector adaptation is applied only to the mimic the biological structure of human brain in terms
neighbourhood of the winner and the winner itself. of the nature of information processing in terms of a

The neighbourhood is a set of neurons around hierarchy.

the winner, but in the GSOM the starting neigh- 3) It is a good visualisation tool to observe patterns
bourhood selected for weight adaptation is smaller  on a two-dimensional map. In fact, different granules
compared to the GSOM (localized weight adapta- (clusters) are visualised in different maps. Thus, this
tion). The amount of adaptation (learning rate) is aid in analysis when multiple maps are generated and
also reduced exponentially over the iterations. Even ~ compared within unimodality or multimodality.

within the neighbourhood, weights that are closer

to the winner are adapted more than those further

away. The weight adaptation can be described by V. EXPERIMENTAL RESULTS
w; (k) A simple benchmark dataset from UCI Machine Learning
if j# Npya Repository is used as a case study to look at some possible pat
wj(k+1) = w; (k) + LR(E) x (21, — w; (k) terns that could be identified by HGM. In fact, the case study

e is meant to demonstrate the properties of HGM, especially
if J € Nita in identifying patterns from the four different perspeesvor
where the Learning RateR(k), k € N is a sequence the purpose of this case study, the Zoo Data Set donated by
of positive parameters converging to zerokas> [19] is selected due to its completeness (no missing data),
o0. wj(K) andw; (k+1) are the weight vectors of the simplicity in the use of simple and less technical desaipi
nodej before and after the adaptation aNgl,1 is  of the features or attributes and multivariate charadtesis
the neighbourhood of the winning neuron at the The multimodality of Zoo Data Set is first identified with
(k+1)th iteration. The decreasing value bR() hyman knowledge. Subsequently, the multi-view of patterns
in the GSOM depends on the number of nodege identified with GSOM based implementation structure of

existing in the map at timé. HGM Cognitive System.
d) Increase the error value of the winner (error value

is the difference between the input vector and the
weight vectors). A. The Multimodality in Zoo Data Set

e) WhenTE > GT where TE; is the total error
of nodei and GT is the growth threshold. Grow The Zoo Data Set contains 17 attributes or features and

nodes ifi is a boundary node. Distribute weightsclasses with 101 instances or feature vectors. These ésdtur

to neighbours ifi is a non-boundary node. clude animal name, hair, feathers, eggs, milk, airborneatc
f) Initialize the new node weight vectors to match th@redator, toothed, backbone, breathes, venomous, fins, leg
neighbouring node weights. tail, domestic, catsize. In fact, animal name is considareithe

g) Initialize the Learning RateR to its starting value. |D of the feature vectors. The classes for each feature recto

h) Repeat steps (b) — (g) until all inputs have beee not included during the clustering processes. However,

presented and node growth is reduced to a mirfilasses are useful during the clusters (granules) analysis,
mum level. only 16 attributes or features are used to identify pattémns

Global View.

h- As discussed previously, multimodality refers to the cente
bourhood. related data sources in a domain. Therefore, the 15 agsbut

b) Find winner and adapt the weights of the winne?" features in Zoo D_ata Set could_be separated _manually v_vi_th
and neighbours in the same way as in growinBuman knowledge into several different modalities. Specifi

cally, the multimodality of data sources is obtained by agki

and answering the following questions:

3) Smoothing phase:
a) Reduce learning rate and fix a small starting neig

phase.

B. Justifications of Using GSOM for Implementation of HGM 1) What does the animal physically has on its body? This
Given a variety of clustering techniques, we have chosen refers to the physical features or body parts of an animal.
GSOM as the implementation techniques over the other clus2) How does the animal function? This refer to the habits

tering techniques. The justifications or reasons of usin@®@S of an animal. . . . .
to implement HGM are listed below: 3) Where does the animal live? This refer to the habitats
of an animal

1) The characteristics of flexible and adaptive are shown
in the growing nature of GSOM. Thus it is a plausible
technique to mimic the evolving nature of human brain.

2) It allows hierarchical clustering to be conducted via the Thus, Table | shows the classifications of the attributes or
control of Spread Factor (SF). This characteristic is vefgatures into four modalities.

4) How dangerous is the animal? This refer to the threats
that naturally imposed by an animal.
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TABLE |

THE MULTIMODALITY IN ZOO DATA SET Likewise, the feature subset§” and Iy producech, andchs
respectively and they are displayed in Figure 10.
Modality m Related Features f; € F
Modality-1, F”Ll = {f17 J2, f3, fa, f5, fe, f7} : GSOM Map for a concept hierarchy in } GSOM Map for a concept hierarchy in
mq:Physical Feature§ — {hair, feathers, toothed, backbone, fins, legs, N’z’z:::m odliyof Habitat ! ) Zzi:/i[]“[’fBm/l‘f’[,zl’m“ hyin
(Body Parts) tail} h . \ T
Modality-2, Fny = (s Jo.Ji0}] — f{eggs, miks, S0, ., Moo .
mao:Habits breathe} AL ~ '\‘"]?q““m } Without Feathers
Modality-3, Fing = {f11, f12} — {airborne, aquatke BN Cftiz1 } chig
m3:Habitats |
Modality-4, Fr, = {fi3, f14, f15, fic} — {predator, }
my.Threats venomous, domestic, catsize ' 4
>
TABLE Ill e |
THE TYPES OF CONCEPT HIERARCHIES FOR THE MODALITY OF HABITAT ~‘;“'°f“"“v | .
quatic !
Hierarchy Related Features chiag }
chyp, € CHp, fi € For fZEFd* . 1 ; }
chi F = {aquatic_, airborng "‘“‘{“::“i’c'"“s | With Feathers
chay Fy = aquatig ‘cﬁm i chizeo
chs F; = {airborng ‘

Fig. 9. The concepts associations between the modality dfatand the
modality of body parts (feathers) for Horizontal View.

B. The Multi-View of Patterns

Gi th timodality of Zoo Data Set . With the concept hierarchies cosntructed for thg, we
ven the multimodaiity of 200 Lata Set, some experimely, ;g proceed with identification of multi-view patternss A
tal results are presented according to the GSOM based i

| tati rat Th its tend to d \cate entioned previously, only sufficient experimental resalte
plementation strategy. these results tend to demons rHiscussed to show the functionality of finding multi-view

_';_'SM funlctlons as tTOdel n |den;|fy|ngl . pat:gls atterns with HGM. Therefore, experiments are designed to
us, only reasonable amounts of simpie patterns are YBe conducted as below for finding multi-view patterns:
and discussed. The comprehensive and complete associatio L
Association of concepts betweens ., Whereg =

of all concepts are _not presented and discussed since thé 1,....4 with chs 10 to show the patierns identified at
processes are repetitive. Vertical View in LPI

2) Association of concepts betweehs ;2 , whereg =
1,...,4 with chs 22, Whereg = 1,2 to show the
patterns identified at Depth View in LPI.

3) Association of concepts betweens;», whereg =

Chll,z‘l
Not Aquatic ©) 1,....,4 .W|th.§h17.2,4,g'wher§g = 1,2 to shoyv the
Not Airborne (0) Not Aquatic (0) chyio4 pattern identification in Horizontal View. In this case,
chyyzz Airborne (1 Aquatic (1) we assume the concept hierarchy of type of is actually
Aquatic (1) Airborne (1) representing the feature-feathers.
Not Airborne (0) 4) Association of concepts betweens ;2,1 where with
g; wherei = 1,...,5 of Global Patterns, to show the
Fig. 8. One of the concept hierarchies for the modality of taabih, with association between between concepts in any concept
F = {aquatic, airborn hierarchies in LPI with Global Patterns in GPI.

In the case of association of concepts betwegp; s,
The Global Patterns in Global View is firstly identified with . 4
highest Spread Factor (SF = 0.9). The visualisation of Glob¥N€r€9 = 1,...,4 With chs 11,0, chs 110 = qL:Jl chs 214
View is depicted in Figure 7 with the clusters (granU|eShndch3727171ﬂch372,1,2ﬁch3,27173ﬂch3727174 = (). Thus, it is not
g; wherei = 1,...,5, visually identified and labelled. It is necessary to show cluster occurence matrix for this saenari
noticeable that how different classes are distributedfierdint s not shown as the traversal of conceptsin in my is very
clusters. The cluster characteristics and interpretstiare |imited, which is just two levels.
presented in Table II. Similarly, chs 22 4, Whereg = 1,2, is subsets ofhz ;1 2,
Subsequently, the concept hierarchiesigf is constructed. whereg = 1,...,4. Therefore the cluster occurence matrix
As there are two features or attributes for;, the feature will be 100% for pattern identifications in Depth View. Thus,
subspaced’; required is would bel = 2" — 2 wheren = 2.  the cluster occurence matrix for such scenario is not nacgss
Thus, that means that we have we could construct concepilthough the different concept hierarchies are using featu
hierarchies with features as listed in Table IlI. subsets and showing very similar groupings within a moglalit
The concept hierarchy fath; in which all the features for they are still useful in showing different groupings of aaim
modality of Habitat are depicted in Figure 8. It is noticeablin comparison to the Global Patterns in Global View as well
that each of concepts are labelled in terms of levels of graas groupings in another modality. This means that, anintals a
ularity, types of concept hierarchies and types of modsliti grouped into two groups with the feature of Aquatic will have
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A GSOM visualisation for Global View

TABLE Il
THE CLUSTER CHARACTERISTICS ORZOO DATA SET IN GLOBAL VIEW

Clusters (Granules)
g9i €G

Cluster Characteristics and Interpretation

Cluster 1,91

Consists of animals from Class 1, which are actually mammalsmiles of animals include
bear(node 77), pussycat(node 98), fruitbat(node 111)ios€¢&12), gorilla(node 123), girl or
human(node 122), mole (node 45) and hamster (node 56).

Cluster 2,92

Consists of animals from Class 1 and 3. There are only two asinpdhtypus(node 32) and
tortoise(node 6). They both lay eggs have 4 legs. Howevaytypus is clustered closer
as it also shows features of a mammal.

Cluster 3,93

Consists of animals from Class 1, 3, 4 and 7. Examples of aninmalkide: seal(nodeg
102), dolphin(node 84), tuna(node 83), bass(node 67),0ssefmode 105), seasnake(node 62
slowworm(node 63) and seawasp(node 126). They are all aqamitinals except slowworm.

—

Cluster 4,94

Consists of animals from Class 2, which are actually birdsaripdes of animals include
penguin(node 64), crow(node 81), ostrich(node 97), chigkede 108), duck(node 90) and
flamingo(node106).

Cluster 5,95

Consists of animals from Class 4, 5, 6 and 7. Examples of animalade: frog(node 24),
honeybee(node 36), star fish(node 74), crab(node 113), wode(142) and clam(nodel145).
All these animals do not have backbone except frog(node24).

chsz 0

(@) cha with F}{aquati¢
Fig. 10. The other two concept hierarchies for the modalithabitat

chzz10

chszz, chzz,

Not Airborne
©0)

Airborne

)

Not Aquatic
0)

(b) chz with F}{airborng

different groupings, say with feature of predator. As swel, fact, Figure 9 graphically shows the association between
regard that patterns are actually identified and viewed froooncepts (clusters) when two GSOM maps are laid side by
side. It could be seen from Figure 9 that feature vectors or

different angles.

To portray the patterns identified in Horizontal View,
chi2,4,9 Whereg = 1,2 represent the 4th concept hierarchy
in the modality of physical features or body parts;. In

instances are clustered differently with different subset
features. Subsequently, we could identify the cluster mowe
atrix for patterns identified at Horizontal View in Table.IV
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According to the two tables, we could brifely summarise thati]
if an animal has feathers, they are birds that could live on
three kinds of habitats, namely in the water, air, and groung2
Based on the Cluster Occurence Matrix for Habitat-
Feathers, we further interprete the clusters (granulessame
simple rules that describes the characteristics of thetestsis |13,
(granules) could be extracted. Therefore, patterns whieh a
identified in Horizontal View could be summarised in Table
V and Table VI. [14]
In addition to Horizontal View, the concepts:; in the
modality of habitatyns could be associated with the cluster§!®!
g; in Global View. The cluster occurence matrix for such
association is given in Table VII. From the table, it is noHé]
ticeable that there are few cluster occurrences that ateehig
than 50%. Basically, these clusters could validate theajloly;7;
patterns although with only partially identified local featts.

[18]
VI. CONCLUSION

This paper presents a novel brain inspired conceptual modél
named HGM for identification of multi-view patterns. An
implementation approach of using GSOM for representing
patterns in hierarchical structures is discussed. To dstrete
the functionalities of HGM, some experimental results of a
simple case study with bench mark data set is presented
and discussed. Although the experimental results are not
comprehensive, it is sufficient enough to show the feasibili
of identifying multi-view patterns with HGM.

The proposal of HGM has opened up several potential futhFeee

research works. For instance, it is necessary to consi@er
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TABLE IV

NUMBERS OF FEATURE VECTORS ANOCO REPRESENTS THECLUSTERS(GRANULES) OCCURENCE IN PERCENTAGE

ch1,2,4,1 chi1,2,42
TFVehg 04 | TFVehynuy | COOR) [| TFVehs oy | TFVehy 04, | CO®)
ch3,1,2,1 43 46 93.48 3 46 6.52
ch3,1,2,2 30 31 96.77 1 31 3.23
ch3 1,2,3 8 19 42.11 11 19 57.89
ch3,1,2,4 0 5 0.0 5 5 100.00
TABLE V
THE CLUSTER INTERPRETATIONS AND CHARACTERISTICS RULES FORHE MODALITY OF HABITAT AND THE MODALITY OF BODY PARTS (WITHOUT
FEATHERS)
Habitats Without Feathershi 24,1 Characteristic Rules
Not Airborne, Not | Majority of the animals are from Class 1 (mammals).|F Habitat is Not Airborne/\ Not Aquatic/\ Without
Aquatic, ch3,1,2,1 Some are from Class 3, 6, 7, which includes flea, sqofeathers THEN Animal is either Mammals or Creatuyre
pion, termite, tortoise, worm. Without Backbone living on the ground.
Not Airborne, Aquatic,| Majority of animal are from class 4 (fish). Some aquatidF Habitat is Not Airborne/\ Aquatic /\ Without
ch31,2,2 creatures without backbone such as octopus, crab, crayeathers THEN Animal could be Fish or Special Types
fish, lobster, starfish, seasnake and special mammals suzhh Mammals (platypus) or Aquatic Creatures Without
as dolphin, sealion, playtypus, mink are also grouped intBackbone
this cluster.
Airborne, Not Aquatic,| Majority of animal (6 out of 8) are from class 6 (insects).IF Habitat is Airborne/\ Not Aquatic /\ Without
ch3,1,2,3 The insects which are clustered into this group inclydé&eathers THEN Animal could be Insects or Special Types
honeybee, ladybird, housefly, month, wasp and gmabof Mammals (fruitbat).
There are two special mammals grouped into this cluster,
namely fruitbat and vampire.
Airborne, Aquatic, | No animal is clustered into this group. IF Habitat is Airbome/\ Not Aquatic /\ Without
ch3,1,2,4 Feathers THEN No Such Animal.

TABLE VI
THE CLUSTER INTERPRETATIONS AND CHARACTERISTICS RULES FORHE MODALITY OF HABITAT AND THE MODALITY OF BODY PARTS (WITH
FEATHERS)
Habitats With Feathers;hy 24,2 Characteristic Rules
Not Airborne, Not | Consists of three animals from Class 2(birds):kiwi, gs{F Habitat is Not Airborne/\ Not Aquatic /\ With
Aquatic, ch3 1,21 trich and rhea Feathers THEN Specific Birds from Class 2 (ostrich)
Not Airborne, Aquatic,| Consists of one animal from Class 2(birds):penguin | IF Habitat is Not Airborne/\ Aquatic/\ With Feathers
ch3,1,2,2 THEN Specific Birds from Class 2 (penguin)
Airborne, Not Agquatic,| Consists of animals from Class 2(birds):chicken, crqw|F Habitat is Airborne/\ Not Aquatic/\ With Feathers
ch3,1,2,3 dove, flamingo, hawk, lark, parakeet, pheasant, sparfoWHEN Birds from Class 2 (crow)
vulture, wren.
Airborne, Agquatic, | Consists of five animals from Class 2(birds):duck, gull|F Habitat is Airborne/\ Aquatic /\ With Feathers
ch31,2,4 skimmer, skua, swan. LT THEN Specific Birds from Class 2 (gull)
TABLE VII
THE CLUSTER OCCURENCEMATRIX FOR THE MODALITY OF HABITAT AND GLOBAL VIEW
g1 g2 g3 94 g5
TFVehg o, TFVy, [ CO(%) | TFVy, H CO(%) | TFVg, [ CO(%) | TFVy, [ CO(%) | TFVg, [ CO(%)
TFVchs,1.z,1 =46 33 71.40 1 2.17 2 4.35 3 6.52 7 15.22
TEVehg, 5, =31 2 6.45 1 3.23 18 58.06 1 3.23 9 29.03
TEVehg,y 05 =19 2 10.53 0 0.00 0 0.00 11 57.89 6 31.58
TFVepg 104 =5 0 0.00 0 0.00 0 0.00 5 100.00 | O 0.00
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