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Abstract—Currently, in the field of object posture estimation, 

there is research on estimating the position and angle of an object by 
storing a 3D model of the object to be estimated in advance in a 
computer and matching it with the model. However, in this research, 
we have succeeded in creating a module that is much simpler, smaller 
in scale, and faster in operation. Our 6D pose estimation model 
consists of two different networks – a classification network and a 
regression network. From a single RGB image, the trained model 
estimates the class of the object in the image, the coordinates of the 
object, and its rotation angle in 3D space. In addition, we compared the 
estimation accuracy of each camera position, i.e., the angle from which 
the object was captured. The highest accuracy was recorded when the 
camera position was 75°, the accuracy of the classification was about 
87.3%, and that of regression was about 98.9%. 
 

Keywords—AlexNet, Deep learning, image recognition, 6D 
posture estimation. 

I. INTRODUCTION 

HE 6D posture estimation of objects is a very important 
technology in the field of robotics, automatic driving and 

nursing care robots. The 6D posture estimation of an object is a 
technique to estimate the position of the object to be estimated, 
i.e., the coordinates in the x, y, and z axes, and the direction of 
the object to be estimated, i.e., the rotation angle around the x, 
y, and z axes, when a point in the image is set as the origin. If 
this estimation becomes possible, robots will be able to 
estimate more than humans, and will be able to predict the next 
moment's situation from the direction of other vehicles or 
pedestrians in an automatic driving situation [1], [2] or to grasp 
an object accurately even with a thin arm [3]. Moreover, it also 
has tremendous applications in augmented reality [4]. 

The 6D pose estimation is easier for objects with texture. 
However, the estimation of untextured objects poses a 
challenging task [5]. Various methods have been proposed for 
estimating the posture of an object by matching it with a 3D 
model stored beforehand in a computer, but the latest methods 
are all computationally very expensive, and take a long time to 
estimate the posture [6]. Brachmann et al. have demonstrated 
the feasibility of 6D pose estimation from a single RGB image 
[7]. This has motivated us to experiment 6D pose estimation 
from single RGB images, because of lower computational load 
and faster response.  

Since AlexNet [8] won the ILSVRC (International Large 
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Scale Visual Recognition Challenge) in 2012 by a large margin 
over the accuracy of the second-ranked networks, which 
contained manually tuned parameters, the use of CNNs has 
become common in image recognition. Currently, CNNs are 
used for various image recognition applications including 
camera images [9]-[11], and various networks have been 
proposed as the successor of AlexNet. The accuracy of CNNs is 
constantly improving. Hence, this study uses AlexNet to 
estimate the posture of 3D objects. Its greatest advantage is that 
it requires relatively less computational resources and runs 
faster than other existing models. 

The contribution of our 6D model is in the area of 
autonomous or self-driving land vehicles. In the autonomous 
driving technology, the positioning of the visual camera is 
extremely important to gather the most relevant information for 
driving. As demonstrated by our deep learning model, if the 
front camera is placed at an angle of 75° with respect to the 
vehicle plane, the classification as well as pose estimation 
accuracy of objects in front of the driving vehicle is optimal. 

This paper is organized as follows: Section II introduces 
related studies on 6D pose estimation, Section III describes our 
deep learning network model. Section IV explains the creation 
of dataset and the experimental setup, while Section V 
discusses the experimental results. The paper closes with a brief 
conclusion, indicating points for further research. 

II. RELATED WORKS 

There are many studies on 6D pose recognition of objects 
found in literature. For example, PoseCNN and DeepIM are 
two of the recent methods. Fundamental to PoseCNN model is 
a CNN model which estimates the 3D co-ordinates of an object. 
The 3D rotation of the object is estimated by means of 
regression [12], [13]. DeepIM [14] is a model that estimates the 
pose of an object by storing a 3D model of the object in the 
computer in advance, rendering images of the object viewed 
from various angles, and repeatedly matching these images 
with the pose of the detected object in the observed images. In 
addition to these, there is research on posture estimation using 
template matching which considers images and their gradients 
to detect objects, making them suitable for detecting untextured 
objects. They can directly provide a coarse estimation of the 
object pose which is especially important for robots interacting 
with their environment [15]-[18]. 

Other methods include posture estimation by detecting 
feature points of objects using deep neural networks and linking 
them to the PnP problem [19]. In addition, there is research that 
uses RGB-D images for pose estimation [7], [20], [21]. One 
method often used is to estimate the reference pose of an object 
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from a color image, and then repeat the process of position and 
pose estimation by selecting the nearest neighbor points in each 
point cloud, using ICP and other methods [22]. 

III. NETWORK MODEL 

The network constructed in this study is shown in Fig. 1. The 
network simultaneously learns two models: a model for 
classifying objects, whose output is the type of object 
(hereinafter referred to as the classification model), and a 
model for pose estimation, whose output is the coordinates in 
the x, y, and z axes and the rotation angle around the x, y, and z 
axes (hereinafter referred to as the regression model). 
Specifically, the camera images described in Section 4 A are 
input to the two models, and the necessary parts are extracted 
from the text file described in Section 4 A and correspond to the 
output of each model in the network. Both the classification 
model and the regression model are based on AlexNet. The loss 
function is NLL Loss for the classification model, and RMSE 
Loss for the regression model.  

For simplicity, we use up to nine objects for detection, but it 
is possible to estimate the pose of many objects by increasing 
the number of output nodes. 

 

 

Fig. 1 Network model for 6D pose estimation 

IV. ML EXPERIMENT 

A. Creation of Dataset 

The dataset was created using the game development 
platform Unity. Three types of objects (white vehicle, truck, 
and tank truck) are placed at random positions on the road at the 
bottom of Fig. 2, and the camera is fixed at a point on the arc in 
the figure. The image which the camera shot was output to an 
external file. At the same time, the name of the object, the 
relative coordinates of the object with the center of the arc in 
Fig. 2 as the origin (hereinafter referred to as the coordinates of 
the object), and the rotation angles around the x-, y-, and z-axes 
(hereinafter referred to as the posture of the object) were output 
to a text file. Using this text file and the camera images as a set 
of data, 30,000 data records were created for each of the camera 
positions of 0°, 15°, 30°, 45°, 60°, 75°, and 90°. Here, "when 
the camera position is x°" means "when the angle between the 
direction of the camera's line of sight and the horizon is x°", and 
the same expression is used hereafter. 

Figs. 3-5 are examples of input images. Since it is difficult to 
understand the disparity for each camera position with these 
images alone, Figs. 6-8 are images taken by fixing the position 

of the object and moving only the camera position. 
 

 

Fig. 2 Data set creation setting 
 

 

Fig. 3 Input image (camera position: 0°) 
 

 

Fig. 4 Input image (camera position: 75°) 
 

 

Fig. 5 Input image (camera position: 90°) 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:15, No:8, 2021

356

 

 

 

Fig. 6 Image visibility (camera position: 0°) 
 

 

Fig. 7 Image visibility (camera position: 75°) 
 

 

Fig. 8 Image visibility (camera position: 90°) 

B. Experimental Setup 

The batch size was 256, the number of epochs was 20, and 
the learning coefficients were 1.0×10-7 for classification, 
1.0×10-4 for regression, and 5.0×10-4 for weight decay. We 
chose this value for the learning coefficient because the 
learning converges very quickly when the learning coefficient 
is large, and the weights tend to fall into local optima when the 
learning coefficient is smaller than this value. 

The experimental environment used in this study is shown in 
Table I. 

 
TABLE I 

EXPERIMENTAL ENVIRONMENT IN THIS STUDY 

CPU 
AMD® Ryzen threadripper 2990wx 32-core 

processor × 64 
GPU NVIDIA GeForce GTX 1080 Ti/PCIe/SSE2 

Main memory 62.8 GB 

Programming language Python3.6 

Framework pytorch 

V. RESULTS 

For reasons of space, only results that are considered 
important are described below. Figs. 9-11 show the graphs of 
the change in accuracy per epoch for the classifications at 0°, 
75°, and 90°, respectively, and Figs. 12-14 show the change in 
loss per epoch for the classifications, respectively, Figs. 15-17 
show the change of loss per epoch in regression, respectively. 

 

 
Fig. 9 Changes in accuracy for each epoch in the classification (camera 

position: 0°) 
 

 

Fig. 10 Changes in accuracy for each epoch in the classification 
(camera position: 75°) 

 

 

Fig. 11 Changes in accuracy for each epoch in the classification 
(camera position: 90°) 
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Fig. 12 Changes in loss per epoch in classifications (camera position: 
0°) 

 

 

Fig. 13 Changes in loss per epoch in classifications (camera position: 
75°) 

 

 

Fig.14 Changes in loss per epoch in classifications (camera position: 
90°) 

 
Figs. 18-20 summarize the best result for each angle. Fig. 18 

is a graph of the highest accuracy of accuracy for class 
classification, Fig. 19 is a graph of the highest accuracy of loss 
for class classification, and Fig. 20 is a graph of the highest 
accuracy of loss for each epoch for regression. 

 

 

Fig. 15 Change in loss per epoch in regression (camera position: 0°) 
 

 

Fig. 16 Change in loss per epoch in regression (camera position: 75°) 
 

 

Fig. 17 Change in loss per epoch in regression (camera position: 90°) 
 

The highest accuracy was recorded when the camera position 
was 75°, the accuracy of the classification was about 87.3%, the 
loss of the classification was about 0.392, and the loss of the 
regression was about 98.9. 

VI. CONCLUSION 

For the dataset used in this study, the highest accuracy is 
obtained when the camera is positioned at 75° resulting in an 
accuracy of 87.3% for classification and about 98.9% for 
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regression.  
 

 

Fig. 18 Comparison of the accuracy of classifications for each angle 
 

 

Fig. 19 Comparison of the loss of classifications for each angle 
 

 

Fig. 20 Comparison of the loss of regression for each angle 
 

In this study, we adopted AlexNet because of its simplicity in 
implementation; accuracy concerns were secondary in this 
preliminary study. In the future, we would like to improve the 
accuracy by adopting relatively new networks such as ResNet. 
Further, we used the Unity automobile asset to create a dataset 
necessary for training automated driving-related technologies, 
but we believe the same results can be obtained by using other 
assets. For example, when we apply the network to the research 
of garbage sorting robots, we can obtain the same results by 
using the assets of plastic bottles and cans. 
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