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Abstract—The present study proposes a methodology for the 

efficient daily management of fleet vehicles and construction 
machinery. The application covers the area of remote monitoring of 
heavy-duty vehicles operation parameters, where specific sensor data 
are stored and examined in order to provide information about the 
vehicle’s health. The vehicle diagnostics allow the user to inspect 
whether maintenance tasks need to be performed before a fault occurs. 
A properly designed machine learning model is proposed for the 
detection of two different types of faults through classification. Cross 
validation is used and the accuracy of the trained model is checked 
with the confusion matrix. 
 

Keywords—Fault detection, feature selection, machine learning, 
predictive maintenance.  

I. INTRODUCTION 

NTERNET of Things (IoT) is about embedding sensors, 
chips, software etc. into physical objects allowing devices to 

interconnect and exchange data over the Internet. If we carry 
over the idea of smart connected devices to the industry area, 
we can optimize the involved processes through automation, 
connectivity and analytics. In construction companies, 
industrial IoT gives the opportunity to scale up their equipment 
in order to be able to perform remote monitoring and servicing. 
The common case regarding construction companies is that 
they need to perform regular maintenance procedures to a big 
number of machinery, the volume and the diversity of which 
may vary among different operation locations. Under this 
consideration, the concept of e-maintenance is a promising tool 
that may provide remote monitoring and control to the 
machinery enabling the implementation of efficient decision 
making schemes to perform. Moreover, the use of IoT 
technology forwards the maintenance tasks to a predictive 
approach, leaving behind the preventive one that performs 
maintenance on the same schedule in regular basis [1]. 

Predictive maintenance is able to provide solutions for the 
estimation of machine failure occurrences. The benefits are 
multiple: reduction of down time due to equipment failures, 
prolonged equipment lifespan, etc. The application of a 
predictive maintenance system to the field of fleet management 
gives the owner company the opportunity to estimate the 
current condition of its machinery and to be able to foresee a 
failure long time in advance. In other words, the main benefit is 
cost saving since the maintenance actions are taken at the time 
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that failure is about to occur. This strategy uses condition 
monitoring tools to detect abnormalities related to the 
equipment performance. At the end, the result can be warning 
signs and alerts activating decisions that have to be taken in 
time [2]. 

The proposed methodology uses a set of five engine 
parameters data (engine RPM, battery voltage, coolant 
temperature, engine oil temperature and engine oil pressure) 
representing healthy and faulty operation. Clustering and 
classification methods are used in order to provide, at the end, 
a scheme that will be able to identify a machinery fault as it is 
developing over operation time. The two types of faults that are 
investigated here are the coolant fluid temperature for the cases 
that it exceeds the normal limit of 98 °C and a fault at the engine 
oil filter when its pressure exceeds 3.2 bar and at the same time 
coolant temperature is more than 70 °C. The accuracy of the 
trained model is checked with the confusion matrix. 

The data (‘healthy’ and ‘faulty’) were provided by experts 
from a global construction company. The data were collected 
from data loggers (IoT devices) and the data labelling came 
from experience. This work is part of the IntelligentLogger 
system, which provides an integrated approach to vehicle and 
machinery monitoring and maintenance. Sensor data are 
collected by IoT devices in near real time, validated, 
transformed, processed and stored in a dedicated Data 
Warehouse. The output of this methodology is combined with 
Enterprise Resource Planning (ERP) information and reported 
to users as alerts for preemptive maintenance. 

II. STATE OF THE ART 

In predictive maintenance, the abnormalities detection steps 
forward to a recommendation for further maintenance actions 
(Fig. 1).  

 

 

Fig. 1 Example of a timely forecast (possible) failure [3] 
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The response is based on the time remaining until the fault 
occurs. 

This field is actually inherently data-driven science where a 
model is created through system degradation and fault 
diagnostics. The common practice that is followed involves 
data classification of the current health condition of the system. 
The result is examined for prognostics and decision support. 
Through prognostics an estimation of the time remaining until 
maintenance is resulting, while the decision support scheme 
gives a basis for deciding if maintenance is currently necessary. 

The field of e-maintenance is not new and various studies 
have been published proposing solutions with respect to the 
data that have to examine. For example, specific indications of 
a monitored parameter through a sensor’s operation, as part of 
a sensor network, may lead to a maintenance task or even to the 
entire network workflows re-design [4], [5]. These systems can 
be considered cognitive and involve a set of fields like the one 
of big data, analytics, machine learning and artificial 
intelligence. This kind of systems uses either supervised or 
unsupervised methods for the abnormalities detection. In the 
supervised learning category, prior knowledge of the type of 
data (labeled dataset) is required in order each new data point 
to be categorized as abnormal or normal. On the other hand, in 
the category of unsupervised learning, the dataset is unlabeled 
and, so, no prior knowledge or experience is provided in the 
learning algorithm [6]. 

In the present study, both clustering and classification 
techniques are implemented. As a first step, all input data are 
labelled as ‘healthy’ or ‘faulty’ based on expert’s opinion and 
all ‘faulty’ records are fed to a clustering algorithm in order to 
distinguish the two different fault types that are under 
investigation. The clustering labels are then fed to the 
classification models in order to train them for the detection of 
future faulty data records (occurrence and type of fault). Two 
different classification models were trained and tested. 

III. PROPOSED METHODOLOGY 

The two types of faults that are under consideration are the 
coolant leakage fault and the engine oil filter fault. The coolant 
leakage fault is detected when the coolant fluid temperature 
exceeds the normal limit. Development speed depends on the 
leakage flow rate and, at the alarming state, a replacement 
action is required. The threshold coolant temperature values 
related to this type of fault are the following: 

 
Coolant leakage fault െ Fault 1: 

Coolant leakage flow rate

ൌ  ቐ
𝑁𝑜𝑟𝑚𝑎𝑙, 𝑖𝑓 𝑐𝑜𝑜𝑙𝑎𝑛𝑡 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑇  85𝐶

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑, 𝑖𝑓 𝑐𝑜𝑜𝑙𝑎𝑛𝑡 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 85𝐶 ൏ 𝑇  98𝐶
𝐴𝑙𝑎𝑟𝑚𝑖𝑛𝑔, 𝑖𝑓 𝑐𝑜𝑜𝑙𝑎𝑛𝑡 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑇  98𝐶

 

 
The engine oil filter fault occurs when engine oil pressure 

and coolant temperature meet excess of threshold values at the 
same time. More specifically, this fault occurs when engine oil 
pressure exceeds 3.2 bar and at the same time coolant 
temperature is more than 70 oC. In this case, the oil pressure is 
high because the oil is not warm enough yet, meaning that the 

engine is still warming up. Depending on the level of the fault 
either a cleanup process or filter replacement is required. The 
details of the engine oil filter fault are the following: 

 
Engine oil filter fault െ Fault 2: 

Engine oil leakage flow rate 

ൌ  ቐ
𝑁𝑜𝑟𝑚𝑎𝑙, 𝑖𝑓  𝑒𝑛𝑔𝑖𝑛𝑒 𝑜𝑖𝑙 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑃  2.4 𝐵𝑎𝑟

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑, 𝑖𝑓 𝑒𝑛𝑔𝑖𝑛𝑒 𝑜𝑖𝑙 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 2.4𝐵𝑎𝑟 ൏ 𝑃  3.2𝐵𝑎𝑟
𝐴𝑙𝑎𝑟𝑚𝑖𝑛𝑔, 𝑖𝑓 𝑒𝑛𝑔𝑖𝑛𝑒 𝑜𝑖𝑙 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑃  3.2𝐵𝑎𝑟

 

 
The main scope of the proposed methodology is to provide a 

standard methodology that will enable the prediction of each 
fault and, so will provoke appropriate predictive maintenance 
tasks. In both fault cases, the frequency of the critical indication 
occurrence along with the value of the associated critical 
parameter is examined in order to predict the fault occurrence. 
The data that are used for present in this study are provided by 
experts from a global construction company. They used data 
collected from data loggers that are integrated to the company’s 
fleet of heavy-duty vehicles, while their experience was used 
towards to the extrapolation and creation of data series in order 
to be able to implement the proposed methodology and train the 
proposed model. The experts’ knowledge on how to delimit the 
frequency and the size of the collected data bins that outline the 
faults prediction was crucial for the current study. 

The dataset that we used is a collection of five parameters 
data values and, more specifically, of the: engine RPM (RPM), 
battery voltage (V), coolant temperature (Co), engine oil 
temperature (Co1) and engine oil pressure (Bar), representing 
healthy and faulty operation. The sampling time is set to 2 mins. 
The fault occurrences are labelled with the presence of the label 
‘CO_ALERT’ for the Fault 1 instances and the label 
‘CO1_ALERT’ for the Fault 2 instances. 

The first thing we calculated was the five data parameters 
Pearson correlation coefficients (Fig. 2) through which the 
experts’ opinion on the fault events was validated: the coolant 
and engine oil temperatures (Co and Co1) are highly correlated 
since they both represent engine’s temperature values during 
engine’s operation. The engine’s RPM is also highly correlated 
to the engine’s pressure since more engine’s rpm results in high 
pressure. 

 

 

Fig. 2 Pearson correlation coefficients on five sensor data 
 

It is important to notice here that we observed some data 
records with individually high values at any of the observed 
parameters and that refer to the engine’s start or end of 
operation. These outliers are not taken into consideration 
because they do not present during main operation time of the 
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vehicle. 
Using only the data values that represent faulty operation 

(either Fault 1 case or Fault 2), we implemented clustering in 
order to distinguish the two types of faults and isolate the 
outliers. The frequency of fault events occurrence during 
engine’s operation time was the key feature for the data 
clustering because the records that represent Fault 1 cases are 
successive in time until replacement occurs while the values 
that represent Fault 2 cases include parameters that present a 
successively increase to their values. So, the time difference 
between successive faulty values is the main key parameter for 
the clustering process for which the method of DBSCAN 
(Density-Based Spatial Clustering of Applications with Noise) 
is used. It is an unsupervised learning method that divides the 
data points into clusters and has the advantage of separating 
clusters of high density versus clusters of low density within a 
given dataset while it is great with handling outliers within the 
dataset. 

DBSCAN is a density-based clustering technique which is a 
more efficient technique when it comes to arbitrary shaped 
clusters, on the contrary to partition-based clustering 
techniques, like k-means, that are highly efficient with normal 
shaped clusters. The parameters that are necessary to be defined 
are the neighborhood threshold value (Eps) and the point 
threshold value (MinPts). The clustering is performed with 
respect to the density of each point, i.e., the number of points in 
its Eps - neighborhood. The main idea is that the algorithm 
starts at any point p and retrieves all points in a region with Eps 
radius around the point [7], [8]. Every neighborhood has to 
contain at least MinPts other points (Fig. 3). 

 

 

Fig. 3 Basic concepts and terms: (a) p density-reachable point from q 
point, (b) p and q density-connected points to each other by o point 

and (c) border object, core object and noise [9] 
 

In our case study, we create a cluster with label ‘0’ for all the 
detected outliers and the rest of clusters (‘1’, ‘2’, etc.). 
represents the different fault states. More specifically, in the 
case of Fault 2 there are data record labels for ‘0-NO_MSG’, ‘1 
– WARNING MESSAGE’ and ‘2 – ALERT MESSAGE’. in 
the case of Fault 1 there are data record labels for ‘0-NO_MSG’ 
and ‘2 – ALERT MESSAGE’. The Eps parameter is set to 0.4, 
a value that comes from the dataset observation on the time 
distance of fault occurrences along with the fact that, in general, 
small Eps values are preferable. The MinPts parameter is set to 
4 points because the initial dataset to which we performed 
clustering includes only 26 values for Fault 1 and 9 values for 
Fault 2. Finally, two points are considered neighbors if the 
distance between the two points is below the threshold Eps and 
the metric that is used to calculate the distance between the 
points is the Euclidean distance. 

The clustering results regarding the Fault 1 cases showed that 

they are in accordance to the experts’ opinion, i.e., in the cases 
that we had Fault 1 values for three successive days of 
operation, recorded data were enough in order to be grouped as 
Fault 1 occurrence presence. As for the clustering results 
regarding the Fault 2 cases, that the MinPts parameter equal to 
4 was not a good choice for such a small count of faulty records. 
By changing the MinPts parameter to 3, we observed a 
clustering output that meets the experts (Fig. 4). 

 

 

Fig. 4 (a) Instances of Fault 1 records: Timestamp and experts ‘fault’ 
labelling 

 

 

Fig. 4 (b) DBSCAN clustering results on the input data represented in 
Fig. 4 (a) 

 

 

Fig. 4 (c) Count of points included in every output cluster 
 

In Fig. 4 (a) some of the records with ‘Fault 2’ labelling are 
presented and in Fig. 4 (b) the results of the DBSCAN 
clustering are presented. On 26/04/2020, the combination of 
values for the coolant temperature greater than 70 oC with 
values of the engine oil pressure greater than 3.2 bar should 
produce a series of alarms for warning or repair alert. As it is 
shown in Figs. 4 (b) and (c), the cluster 1 and 2 appear 
successively in time which fits to the expected output, with 
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some messaging for warning to proceed messages for repair 
alert. This can be explained due to the lack of a larger dataset 
with fault events. In any case the fault states are present and a 
classification scheme where supervised learning is performed 
may be promising for better results. 

The next process after labelling the data is classification. 
These labels are used as a target variable. The classifiers that 
were tested are Random Forest and SVM. The Fault 1 
prediction case depicts as a binary classification problem, while 
the Fault 2 case moreover as a multiclassification problem. 

Support vector machines (SVMs) separate a set of training 
vectors for two different classes by mapping the input vectors 
onto a new higher dimensional feature space [10]. For example, 
in the case of a linear kernel based SVM, the nonlinear input 
space is mapped into a new linearly separable space, where all 
vectors lying on one side of the hyperplane are labelled as -1, 
and all vectors lying on another side are labelled as +1 (Fig. 5 
(a)). Random Forests (RFs) are based on decision trees, where 
random binary trees implement a subset of the observations 
over bootstrapping approach [11] (Fig. 5 (b)). 

 

 

Fig. 5 (a) SVM model generation [12] 
 

 

Fig. 5 (b) Implementation of RF classifier [13] 
 

RFs can handle categorical features very well and are non-
parametric, so can also handle outliers or non-linearly separable 
data well. SVMs are also non-parametric models and are 
capable of doing both classification and regression. 

In our study, we performed both models to our labelled fault 
data because we have a binary classification task (Fault 1) along 
with a separate multi-classification one (Fault 2) and we needed 
to compare same classifiers to both cases. DBSCAN clustering 
provided us with 13 CO-ALERT (alarm) labels (Fault 1) and 8 
CO1-ALERT (warning και alarm) labels (Fault 2). The rule we 
used to divide the dataset to training/test dataset is 70/30 and 

the cross-validation scheme we implemented is the 10-fold. 
The classification results are presented in Tables I-IV. 

 
TABLE I 

CO-ALERT (FAULT 1) – RF CONFUSION MATRIX 

 
Predicted class 

‘0’ ‘2’ 

Actual 
class 

‘0’ 7 0 

‘2’ 1 5 

Accuracy 92% 

 
TABLE II 

CO-ALERT (FAULT 1) – SVM CONFUSION MATRIX 

 
Predicted class 

‘0’ ‘2’ 

Actual 
class 

‘0’ 6 0 

‘2’ 0 7 

Accuracy 100% 

 
TABLE III 

CO1-ALERT (FAULT 2) – RF CONFUSION MATRIX 

 
Predicted class 

‘0’ ‘1’ ‘2’ 

Actual 
class 

‘0’ 4 0 0 

‘1’ 0 3 0 

‘2’ 0 0 1 

Accuracy 100% 

 
TABLE IV 

CO1-ALERT (FAULT 2) – SVM CONFUSION MATRIX 

 
Predicted class 

‘0’ ‘1’ ‘2’ 

Actual 
class 

‘0’ 1 0 1 

‘1’ 0 2 0 

‘2’ 0 0 4 

Accuracy 91% 

 

Tables I-IV show the confusion matrices of the classification 
schemes we implemented. The results present efficiency on 
fault detection along with the right indices of the level of the 
detected fault. Fig. 6 presents the classification results for all 
the clustering labels. 

 

 

Fig. 6 (a) Class prediction on DBSCAN clustering Fault 1 results 
using RF and SVM 
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Fig. 6 (b) Class prediction on DBSCAN clustering Fault 2 results 
using RF and SVM 

 
It is a fact that the input dataset includes small count of faulty 

records and, so, it is difficult to generalize patterns in training 
data. The results seem to adjust excessively to the training data, 
but in any case, the dataset is not complex, so the difficulty in 
separating the data points into their expected classes is not 
expected to be high. 

The present study specifies a roadmap for further exploration 
when more faulty data will be available. Nevertheless, the study 
shows a promising methodology for fault detection allowing 
predictive maintenance tasks to be supported. 

IV. CONCLUSION 

The key idea of the current study was to provide an efficient 
tool for the detection and classification of two different fault 
events that may occur to a fleet of heavy-duty vehicles; the 
coolant leakage fault and the engine oil filter fault. The ground-
truth faulty data values were labelled by experts. The clustering 
method that was used is appropriate for separating clusters of 
high density and the classification models appropriate for both 
binary and multi-class problems due to the different action 
required for every fault we examine. The results are promising 
for ending up with generalization of abnormal patterns in 
training data when datasets with more faulty records will be 
available. 

As for the future work, it is important to collect machinery 
sensor data under varying operating conditions. Capturing all 
these data will help us develop a robust algorithm that can better 
detect faults and predict the transition from healthy state and 
failure. The impact of estimating the degradation path of the 
selected machinery parameters along with the scheduling of an 
effective maintenance guide is high for the manufacturing 
companies. 
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