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Attention Based Fully Convolutional Neural
Network for Simultaneous Detection and

Segmentation of Optic Disc in Retinal Fundus
Images
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Abstract—Accurate segmentation of the optic disc is very
important for computer-aided diagnosis of several ocular diseases
such as glaucoma, diabetic retinopathy, and hypertensive retinopathy.
The paper presents an accurate and fast optic disc detection and
segmentation method using an attention based fully convolutional
network. The network is trained from scratch using the fundus images
of extended MESSIDOR database and the trained model is used for
segmentation of optic disc. The false positives are removed based on
morphological operation and shape features. The result is evaluated
using three-fold cross-validation on six public fundus image databases
such as DIARETDB0, DIARETDB1, DRIVE, AV-INSPIRE, CHASE
DB1 and MESSIDOR. The attention based fully convolutional
network is robust and effective for detection and segmentation of
optic disc in the images affected by diabetic retinopathy and it
outperforms existing techniques.

Keywords—Ocular diseases, retinal fundus image, optic disc
detection and segmentation, fully convolutional network, overlap
measure.

I. INTRODUCTION

V ISUAL impairment and blindness are a major problem

in developing countries [1]. Diabetic retinopathy,

hypertensive retinopathy, glaucoma are common causes of

visual impairment and blindness [2]. Early diagnosis and

appropriate referral for treatment of these diseases can prevent

visual loss. Research is going on the development of a

computer-aided diagnosis system for accurate identification of

different parts and pathologies in retinal fundus image to assist

ophthalmologists.

The Optic disc is the entry point of the major blood

vessels in the retina [3] and considered a landmark in the

retinal fundus image. Disc size and cup area are used for

diagnosis of glaucoma [4], [5]. The centre of the optic

disc is an important reference for detecting the macula and

grading macular pathologies, such as diabetic maculopathy,

macular edema, and macular ischemia [6]. Disc size is also an

important parameter for determination of the region of interest,

where the width of artery and vein needs to be computed

for diagnosis of hypertensive retinopathy [7]. Along with the
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position of the optic disc, the vessel origin is another important

feature for vasculature analysis [8]. Automated detection and

segmentation of the optic disc is a challenging problem due

to the variation in size, shape, colour, and the variation

introduced by the field of view, inhomogeneous illumination

and pathological abnormalities. Shape and brightness [9],

[10], [11], convergence of blood vessels [12], [13] and

orientation of blood vessels [13], [14] have been investigated

for detection of optic disc. The assumption of the circular

shape of the optic disc does not hold good, where the optic disc

is partly present in the retinal image. Hoover et al. resolved

this issue of poor contrast of optic disc by considering the

convergence of blood vessel in the optic disc. Orientation

of blood vessels have been used by Foracchia et al. [13]

and Youssif et al. [14] to improve the result of optic disc

localization. Vessel templates were also investigated by Osareh

et al. [15] and Lowell et al. [3]. The Active shape model is

used to extract the main blood vessels for localization of optic

disc [16]. Brightness characteristics of the optic disc and vessel

density in the optic disc region are utilized by Giachetti et
al. [17]. Soares et al. [18] focused on the local appearance of

the optic disc region and orientation of main blood vessels to

determine the centre of the optic disc. Vessel directional and

distribution of blood vessel are used by Zhang et al. [19] to

improve the accuracy of optic disc localization. Roychowdhury

et al. [20] used region-based features to classify the bright

areas as optic disc and non-optic disc regions. The region with

maximum vessel density and solidity is considered as the optic

disc candidate.

The success of convolutional neural network in object

segmentation [21], [22], [23], [24] has motivated

us to investigate the performance of attention based

fully convolutional network for optic disc detection and

segmentation. The attention modules help to increase the

performance of segmentation for natural images. To suppress

false-positive regions and to highlight informative regions, we

have developed attention based fully convolutional network.

The spatial attention provides the location of the features,

while the channel attention utilises the features that can be

found in the available channels. Attention module helps to

focus on relevant features to improve the segmentation results.

Channel and spatial attention combine both the spatial context

as well as the semantic information of optic disc. The purpose

of the proposed framework is the development of attention
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based deep network for determining informative region of

fundus image similar to optic disc and selection of informative

images for fast and efficient transfer learning.

II. METHODOLOGY

A. Preprocessing

The images of different databases have different sizes.

Therefore, the images are resized to 512 × 512 pixels for

all databases. This process of resizing not only reduces

the storage space of the database but also decreases the

computational time without hampering the performance of

the algorithm. The remaining operations are carried on

these resized images. Red channel image is thresholded.

Morphological opening, closing and erosion operations with

square structuring element are used to create a mask of circular

retinal fundus region-of-interest, which allows focusing only

on the foreground of retinal images. The fundus image is

cropped based on the bounding box of this mask. The

segmentation algorithm is applied on the cropped image to

reduce the processing time.

B. Segmentation Using Fully Convolutional Network

In case of convolution neural networks (CNN), a fully

connected layer is added at the end of the network, whereas

an FCN uses a convolutional layer only without adding the

fully connected layers. In classification tasks, CNN works

well because the output required is a label to which the class

belongs. In contrast to this, semantic segmentation outputs

an image where each pixel have been labeled. Thus it is

required that the convolutions are performed to pixel-level and

also that both spatial and semantic information is preserved.

By removing the fully connected layer and replacing it

with convolutional layers an upsampling procedure can be

performed once the pixels in the image have been labeled.

Attention modules provide a way to improve features that

are relevant for classification tasks. Different approaches have

been explored in recent years. The attention modules can either

work in the direction of hard attention or soft attention. Hard

attention is non-differentiable and stochastic. Soft attention is

probability-based [25] and deterministic, which makes it easier

to use during training. In this work, soft attention is discussed

as it is better suited for optimisation as it is compatible

with back-propagation [26]. Early works on attention modules,

where both local features and global features are extracted

and the classification decision is based on the weighted local

features. By using the weighted local features the network

is guided towards learning only relevant features. Fan et al.

[27] worked on re-designing CNN architectures to improve

semantic segmentation tasks. They used channel attention and

spatial attention modules [27].

The channels containing high-level features could be

improved by channel attention whereas the spatial attention

could enhance the spatial connectivity of features. The

proposed fully convolutional neural network with attention

module is shown in Fig. 1. The network consists of four

blocks and three attention block are added to refine the

feature map of last three blocks. In the convolution block
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Fig. 1 Block diagram of Attention based fully convolutional neural network

attention module (CBAM) [28], a channel attention module

is applied on a feature map. The result is further refined

by a spatial attention module. The architecture focuses on

both channel and spatial attention to learn about what and

where about features. The features extracted from the last

three blocks are refined by CBAM and final feature map is

obtained by depthwise concatenation of refined features.

A stochastic gradient-based optimization ADAM [29] is

applied to minimize the cross-entropy based cost function.

ADAM utilizes the first and second moments of gradients for

updating and correcting the moving average of the current

gradients. The learning rate for ADAM optimizer is set to

0.0001, weights of background and foreground are initialized

as 1:10, and training was performed up to 30 epochs.

Over-fitting is reduced by using dropout [30].

III. RESULTS AND DISCUSSIONS

Training has been performed in a Linux environment using

an 8 GB GPU on a system with Core-i7 processor and

32 GB RAM. The network architecture is implemented in

Python using the PyTorch library. The segmentation results

are evaluated by considering 3-fold cross-validation.

The performance of optic disc detection is evaluated using

Success Rate (SR) and it represents the percentage of retinal

images in a dataset where the centroid of the optic disc

is successfully localized within the boundary of the ground

truth mask of the optic disc. The performance of optic disc

segmentation is evaluated in terms of a region-based metric

Overlap Measure (OM) and a contour-based metric Mean

Absolute Distance (MAD) [20]. The OM represents the ratio

of the intersecting area between the actual optic disc and

segmented optic disc and it is defined as

OM =
Ntp

Ntp +Nfp +Nfn
. (1)

where Ntp, Nfp and Nfn are number of true positive,

false positive and false negative pixels, respectively. MAD

represents the mean of the shortest distances from the

boundary of the actual optic disc to the boundary of the

segmented optic disc. Let Pi′ , where i′ = 1, . . ., mC and Qj′
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where, j′ = 1, . . .,nĈ are the boundary points obtained on the

segmented and actual optic disc boundaries respectively. The

shortest distance from each boundary point of the segmented

optic disc to the boundary points on the boundary points of

ground truth mask of the optic disc is calculated using (2) and

the shortest distance from each boundary point of the ground

truth mask optic disc to the boundary points on the boundary

points of the segmented optic disc is calculated using (3).

Mean of the obtained shortest distances is calculated using

(4).

mC,Ĉ(i
′) = min

j′
||Pi′ −Qj′ ||2 (2)

mĈ,C(j
′) = min

i′
||Qj′ − Pi′ ||2 (3)

MAD =
1

2
{ 1

nC

mC∑

i′
mC,Ĉ(i) +

1

nĈ

nĈ∑

j′
mĈ,C(j)} (4)

The proposed framework consists of an off-line training

step for learning global features and transfer learning step

for learning database-specific features. The network is trained

from scratch using the fundus images of extended MESSIDOR

database and the trained model is fine-tuned by a few

images of a particular database to learn database-specific

features. Multi-scale features extracted in off-line training

are concatenated with database-specific features for improved

segmentation. The false positives are removed based on the

geometrical features of salient regions in initial segmentation.

The result is evaluated on six public fundus image databases

such as DIARETDB0, DIARETDB1, DRIVE, AV-INSPIRE,

CHASE DB1 and MESSIDOR. The comparison of the

proposed and competing techniques is provided in Table I.

The attention based fully convolutional network is robust and

effective for detection and segmentation of optic disc in the

images affected by diabetic retinopathy and it outperforms

existing techniques. The method is successful in optic disc

localization and segmentation when tested on both dilated and

non-dilated types of fundus images acquired from different

medical centres. The performance of this algorithm does not

degrade while handling images containing strong distractors

like yellowish exudates which prove the effectiveness and

robustness of the proposed process.

IV. CONCLUSION

Attention based fully convolutional network is developed for

segmentation of optic disc. Attention modules are a reasonably

new approach used in object detection and classification. Most

of the reported architectures have been designed to work

well for object detection. The placement of attention modules

in a fully convolutional network could enhance the features

of different layers. The method is successful in optic disc

detection and segmentation when tested on both dilated and

non-dilated types of fundus images acquired from different

medical centres. The performance of this algorithm does not

degrade while handling images containing strong distractors

like yellowish exudates which prove the effectiveness and

robustness of the proposed process.

TABLE I
COMPARATIVE RESULT OF OPTIC DISC SEGMENTATION

Method Author OM MAD SR
DIARETDB1 Proposed 0.92 1.98 100

Roychowdhury et al. [20] 0.80 4.82 100
Morales et al. [31] 0.82 2.88 100
Salazar et al. [32] 0.76 6.38 96.7
Welfer et al. [33] 0.43 8.31 97.7

DIARETDB0 Proposed 0.83 4.26 97.75
Roychowdhury et al. [20] 0.78 4.91 -

DRIVE Proposed 0.86 2.58 97.5
Roychowdhury et al. [20] 0.81 5.01 100
Morales et al. [31] 0.72 5.85 100
Salazar et al. [32] 0.71 6.68 97.5
Welfer et al. [33] 0.42 5.74 100

MESSIDOR Proposed 0.92 1.95 99.92
Roychowdhury et al. [20] 0.84 3.9 100
Marin et al. [34] 0.87 6.17 99.75
Giachetti et al. [17] 0.88 - 99.83
Aquino et al. [8] 0.86 - 98.83
Yu et al. [35] 0.83 7.7 99.08

CHASE DB1 Proposed 0.81 7.89 100
Roychowdhury et al. [20] 0.81 5.19 -

AV INSPIRE Proposed 0.83 4.63 100
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