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Abstract—This paper presents a Machine Learning (ML) 

approach to support Meningitis diagnosis in patients at a children’s 
hospital in Sao Paulo, Brazil. The aim is to use ML techniques to 
reduce the use of invasive procedures, such as cerebrospinal fluid 
(CSF) collection, as much as possible. In this study, we focus on 
predicting the probability of Meningitis given the results of a blood 
and urine laboratory tests, together with the analysis of pain or other 
complaints from the patient. We tested a number of different ML 
algorithms, including: Adaptative Boosting (AdaBoost), Decision 
Tree, Gradient Boosting, K-Nearest Neighbors (KNN), Logistic 
Regression, Random Forest and Support Vector Machines (SVM). 
Decision Tree algorithm performed best, with 94.56% and 96.18% 
accuracy for training and testing data, respectively. These results 
represent a significant aid to doctors in diagnosing Meningitis as 
early as possible and in preventing expensive and painful procedures 
on some children. 
 

Keywords—Machine learning, medical diagnosis, meningitis 
detection, gradient boosting. 

I. INTRODUCTION 

N the last years the use of ML in Medical Diagnosis has 
gradually increased [6], as a result of the constant 

development of techniques to extract statistical information or 
hidden patterns from medical databases. ML represents a 
practical and assertive way to assist doctors and healthcare 
professionals in diagnosing diseases more efficiently and 
safely [34]. A series of ML technologies have been tried in 
biomedical problems, mainly for the diagnosis, therapeutic 
planning and patients’ prognosis [27]. 

This article presents an approach to support Meningitis 
diagnosis on patients from a children’s hospital in São Paulo, 
Brazil. By applying ML techniques, we aim to help detect the 
disease as soon as possible and to avoid invasive procedures 
such as CSF collection.  

Meningitis is an acute inflammation of the protective 
membranes lining the brain and spinal cord caused by viruses, 
bacteria, parasites, or fungi [35]. Even with the introduction of 
new polysaccharide and conjugate vaccines in the last decades 
[38], Meningitis remains a source of substantial morbidity and 
mortality in many countries [31].  

In Brazil, 20% of children vaccinated against Meningitis do 
not receive the booster dose. In 2018 there were over 3,000 
deaths from the disease, out of 15,706 cases in the year, 
according to the Ministry of Health. Even though the disease 
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is considered rare in the country, the amount of exams 
performed on children to detect it is still high because the 
diagnosis can only be confirmed or excluded with the CSF 
collection [35].  

The CSF is a sterile, limpid and colorless body fluid, found 
in the subarachnoid space in the brain and spinal bone 
marrow, brain ventricles and the bone marrow central channel 
[14]. Its collection and analysis are necessary to diagnose 
neurological pathologies, staging and vascular processes 
complications, infectious, inflammatory or neoplastic 
syndromes of organs surrounded by this liquid [7].  

The CSF collection can be carried out in three ways, being 
the lumbar puncture the most used, followed by suboccipital 
and ventricular [13]. Overall, the test is recommended to 
diagnose meninges infections, subarachnoid hemorrhage, 
primary or metastatic malignancy, and demyelinating diseases 
[25]. The analysis of patient’s data at issue showed that only 
16.6% of the patients submitted to this procedure were 
diagnosed with Meningitis. The remaining patients received 
diagnosis in which brain liquor exam was not necessarily 
needed. 

Studies on children’s behavior in hospitals [37] show that 
examination procedures are a source of significant stress. 
Hospital professionals have demonstrated a significant 
concern about the negative effects that the CSF collection 
might produce on patients. 

The purpose of this work is to develop a quantitative 
measure to assist healthcare professionals in deciding whether 
or not patients need to undergo the CSF exam, thus avoiding 
invasive and unnecessary procedures during the diagnosis 
phase. 

II. METHODOLOGY 

A. Database 

To accomplish this project five databases were necessary. 
They were provided by a Sao Paulo hospital considered 
excellent in terms of medical services quality. The hospital 
also provided us with the tables produced by the laboratory 
specialists of reference values for each exam.  

The datasets do not permit the identification of patients. No 
patient was interviewed.  

In all datasets, a primary key represents each patient and 
enables us to merge datasets concerning clinical exams with 
data from emergency room and hospitalization registers. 
Careful planning of this merging data process assured that 
each data segment remains unique [12] and is easily 
accessible. The databases concern the period from March/ 
2014 to September/2018 and comprise information on (1) 
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patients’ information registered in the emergency room, (2) 
patients’ information registered when hospitalized, (3) clinical 
exams results carried out on each patient, (4) clinical exams 
reference values, (5) results and reference values of brain 
liquor exam. This collection of datasets contains information 
on every entrance in the hospital during the period from 
March/2014 to September/2018. Patients’ age varied from 0 to 
17 years and the vast majority of entrances refers to medical 
issues that do not relate to Meningitis.  

There are 507,406 registers in total in the period, implying 
an average of approximately 9,000 entrances per month and of 
those, an average of 15 cases were diagnosed with Meningitis 
per month. Positive diagnosis for Meningitis was split not 
quite evenly between girls (43%) and boys (57%). This and 
other variables unbalance in the dataset required the use of 
special techniques as we discussed in Section III. 

Another issue that we had to address was the fact that we 
did not have the Reference Values for many laboratory exams. 
The database contains information on approximately 1,700 
distinct laboratory exams. However, only 34 of those 
laboratory exams had reference values registered in the 
dataset. The proposed alternatives to tackle this issue would 
be: (1) to search the reference values from other information 
sources, or (2) to apply neural networks algorithms in order to 
train a proxy of reference values for these results. In both 
cases, we considered that the risk of introducing spurious 
results was too high. In fact, for the laboratory tests concerned, 
the establishment of reference values was considered very 
challenging by specialists working in clinical laboratories. 
Thereupon, we opted to continue with the research considering 
only the data from the 34 exams which had trustworthy 
reference values and were validated by the laboratory control 
experts.  

Of course, in future works one may study the use of neural 
networks algorithms in order to train a proxy of reference 
values for these laboratory exam results. However, for the 
purpose of this research, only 34 were considered: 
 All blood exams held in emergency room were 

considered: Anomalous Lymphocytes %, Atypical 
Lymphocytes %, Basophils, Calcium, Chlore, Creatinine, 
Direct bilirubin, Eosinophil %, Erythrocytes, Hemoglobin 
Dosage, Indirect bilirubin, INR-Prothrombin, Leukocytes, 
Lymphocytes %, Magnesium, MCH - Mean Corpuscular 
Hemoglobin, MCHC - Mean Corpuscular Hemoglobin 
Concentration, MCV - Mean Corpuscular Volume, 
Metamyelocytes %, Monocytes, Myelocytes %, 
Neutrophils, Partial thromboplastin time, Partial 
thromboplastin time in seconds, Platelet count, 
Potassium, Prothrombin time, Segmented %, Sodium, 
Total bilirubin, Typical Lymphocytes %; 

 Urine exams: Urea, Urine Aspect and Urine coloration. 
Since each exam has a particular unit of measurement, we 

opted to exclude the symbol of such unit and consider only the 
result values in float decimal numbers. For tests whose results 
are expressed in text format, we decided to categorize each 
possibility and register them using encoding techniques. 

Another hindrance was detected when trying to study the 
brain liquor exam results. The bases which had these results 
were not structured; they were in JSON format (JavaScript 
Object Notation) and contained rich text format (RTF) 
columns. In this format (RTF), the columns are written as: 

 
\{\*?\\[^{}]+}|[{}]|\\\n?[A-Za-z]+\n?(?:-?\d+)?[  ]? 

 
and generate a result such as shown in Fig. 1. 

 

 

Fig. 1 Example of result field in the brain liquor exams database (words in Portuguese) 
 
To enable the information extraction, specific non-

structured data-solving techniques were needed. We used the 
Search and Validation by Regular Expression technique [11] 
using the open code algorithm found in [18]. 

B. Dependent Variable 

In this work, we focused our attention only on patients who 
had been suspected for Meningitis. 

We used the International Statistics Classification of 
Diseases and Health Problems (ICD) [32]. In that document, 
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the World Health Organization (WHO) codifies and assigns a 
unique category to diseases depending on signs, symptoms, 
anomalous aspects, complaints, social circumstances and 
external causes of injury according to the medical diagnosis 
attributed to each patient.  

Accordingly, we started by considering only the patients 
who would be asked to take the CSF exam. These included 
those classified in the following ICD codes [32]: A392 – Acute 
meningococcemia, A87 – Viral Meningitis , A878 – Other 
viral Meningitis , A879 – Non-specific Viral Meningitis , G00 
– Non-classified bacterial Meningitis in other part, G009 – 
Non-classified bacterial Meningitis , G03 – Meningitis due to 
other causes and non-specified causes, G038 – Meningitis due 
to specific causes, G039 – Non-specific Meningitis. These 
patients formed the total set of patients that had been 

submitted to the CSF exam to confirm the diagnose 
Meningitis. We assign the value “1” to patients that have taken 
the exam and had the disease, and value “0” to patients that 
have taken the exam but were not diagnosed with Meningitis. 

The final database had data relative to 3.265 patients in 
total. Recall that these are the patients that have had their brain 
liquor taken and examined during their stay in the emergency 
room, or during the hospital admission. Among this public, 
only 542 patients (16.6%) tested positive for Meningitis. The 
remaining patients were diagnosed with other pathologies and 
the brain liquor collection could perhaps have been avoided.  

Fig. 2 shows the number of patients who tested positive and 
the total number of patients submitted to the CSF test in a 
month by month basis. 

 

 

Fig. 2 Number of patients who were tested positive and the total number of patients that underwent the brain liquor exam in the period from 
March/2014 to September/2018 

 
The final database is made of 3.265 individuals (rows), and 

37 features (columns). One of these columns is the binary 
variable that indicates whether or not the individual was 
diagnosed with Meningitis. 

It is out of the scope of this paper to report on the practical 
challenges we had to overcome in order to arrive at this table: 
natural language processing, encoding, conversion of units, 
and others. In the next paragraph we describe the ML 
techniques used to process this dataset. 

III. ML TECHNIQUES 

In this work, several ML techniques were tested. We 
explored popular and novel techniques for classification since 
the labels (1, if the individual was diagnosed with Meningitis 
and 0 otherwise) are discrete [2]. The techniques we used are 
reportedly excellent ML classification tools [40]. The relative 
performance of each of these techniques, however, is highly 
dependent on the context and this work might help indicating 
the pros and cons of them in the context of diagnosing 

Meningitis.  
This section contains a brief explanation about the 

classification methods used to accomplish this project.  
All techniques were programmed using scikits.learn. This is 

an open code library for the programming language Python. In 
that library, one can find several ML algorithms for 
classification, regression and grouping [33].  

It is important to note that our data is strongly unbalanced: 
the number of observations that correspond to Meningitis is 
much smaller than the number of observations not diagnosed 
with Meningitis.  

If we do not apply a balancing technique, the ML algorithm 
will tend to bias the classification assigning new individuals in 
the majority class more than it should [23]. 

Balancing techniques include the oversampling techniques 
[10]. The idea of oversampling techniques is to increase the 
number of data points corresponding to individuals in the 
minority class, in our case, those diagnosed with Meningitis.  

Several procedures could be used for balancing the dataset. 
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In this research, we used the SMOTE – Synthetic Minority 
Over-sampling Technique, which creates synthetic samples 

from the minor class instead of creating copies [10]. A 
pseudo-code of this algorithm is shown in Fig. 3. 

 

 

Fig. 3 SMOTE Pseudo-Code [10] 
 

Besides SMOTE, we also tried a K-fold Cross Validation. 
By analyzing both scenarios, the one which had better 
performance to support our unbalanced data with the 
classificators was the combination of SMOTE technique with 
the K-fold Cross Validation with 10 folds. Other balancing 
techniques can be studied in future work. 

A. Decision Tree 

A Decision Tree is a technique that partitions the data at 
each step. Each partition is the result of a condition applied to 
an attribute. The operation of the algorithm resembles the 
branching of a tree where each branch represents the result of 
applying a condition on the value of an attribute of all data 
points. At the end, the result is a set of “leafs” representing a 
single class, considering all attributes of the tree [24]. 

B. KNN 

The KNN method is not a parametric model. It considers 
the data of each individual as a point in a Euclidean space [26] 
and tries to find groups of k neighbors where, in each group, 

the elements are close to each other and distant from elements 
in other groups.  

The KNN is currently widely used for classification 
problems and ML regression [5]. The main idea of this 
algorithm is to determine the classification label of a sample 
based on neighbor samples derived from a training set. It has 
just one free parameter (k, the number the neighbors in each 
group) which is controlled by the user with the aim to obtain a 
good classification. 

C. Logıstic Regression 

Logistic Regression is a statistical modelling technique that 
enables us to forecast the value of a binary variable of an 
individual, considering the knowledge of the value of other 
variables associated to that individual [1]. 

D. Random Forest 

Random Forest method is an ensemble of decision trees 
built in the training data where each of the trees has randomly 
and independently sampled values [22]. After the random 
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decision tree construction, each tree will generate a 
classification, in accordance to the problem concerned. The 
algorithm final result will assign an individual to the most 
voted class among all decision trees [8]. One major focus 
when using this algorithm is that it has commonly shown 
overfitting in the training data [16], besides low performance 
in the test data. 

E. SVM 

SVM are algorithms that could be used for classification, 
regression and other supervised ML tasks. SVMs have 
demonstrated equivalent performance to other ML algorithms, 
such as Artificial Neural Network (ANN) [20].  

The main advantages of SVM are: (1) good generalization 
capacity; (2) robustness in big dimension data, (3) presence of 
just one global minimum, once it implies in the optimization 
of a cubic function and (4) strong statistics theoretical basis 
[26]. The main idea of this algorithm is to map the set of its 
original space for a new, bigger dimension one [21], aiming at 
creating a decision surface from a great hyperplane with a 
good separation margin among the data from different families 
[20]. 

F. Gradient Boosting  

The Gradient Boosting is an algorithm which generates 
classifications from an ensemble of predicted models. Usually, 
these predictive models are decision tree models. Each 
classification model goal is to minimize a cost function (loss 
function) and gradient descending methods are used [17]. 

G. Adaptive Boosting  

The Adaptive Boosting (AdaBoost) method is a 
classification algorithm that has become very popular. It 
involves a combination of classifying models. The idea is to, 
step by step, modify the set of weights for each point in the 
training data. At first, the weights are all equal and the 
classification models are applied. In the next step, the 
classification models are used again, but considering a new 
distribution of weights where the weights of those points that 
have been incorrectly classified are increased. Adaboost 
promotes the intense execution of the best classification model 
in the training data [15]. One of the advantages of AdaBoost is 
that it does not require the previous knowledge of good 
classifying models, because it adapts to incorrect predictions 
[15]. 

H. Classificators Performance Evaluation 

Subsequent to the application of algorithms, the resulting 
classifications must be evaluated and compared. We used 
some common metrics and procedures, as the confusion 
matrix shown in Table I.  

A Confusion matrix is a table showing the results of a 
classification exercise in four cells: True Positive (TP), False 
Positive (FP) in first line and, number of False Negative (FN) 
and True Negative (TN) in second line. This table is the basis 
for evaluating the performance of the different algorithms 
using classical metrics as Accuracy, Sensitivity and 
Specificity. 

TABLE I 
EXAMPLE OF A CONFUSION MATRIX 

Predicted 
Condition 

Positive 

Real Condition  

Positive Negative  
True Positive 

(TP) 
False Positive 

(FP) 
TP + FP 

Negative 
False Negative 

(FN) 
True negative 

(TN) 
FN + TN 

TP + FN FP + TN  

 
Accuracy measures the fraction of correctly classified 

samples and is calculated by: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  
   

  

 
Sensitivity measures the algorithm capacity to find positive 

cases, also called True Positive Rate, calculated by: 
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦  
 

  

 
Specificity measures the algorithm capacity to identify 

those individuals that are negative, also called True Negative 
Rate, calculated by 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦  
 

  

IV. RESULTS 

A. Exploratory Data Analysis 

First, we produced a correlation matrix in order to study 
what are the relationships among the attributes [29]. We used 
Pearson correlation coefficient, which assess the correlation 
degree between two variables [3]. We should note that 
Pearson coefficient adequately measures the correlation for a 
pair of variables only under the assumption that the 
relationship between them is linear or quasi linear. Also, it 
should be noted that the Pearson correlation coefficient is not 
appropriate if the distribution of the points does not follow a 
Gaussian distribution [30]. 

We normalized the original data set and computed all 
possible Pearson correlation coefficients. To visualize these 
correlations we use a heat map as a graphic form to represent 
the individual values contained in a matrix. The dark colors 
indicate positive correlation, and the light colors indicate 
negative correlations [39], as we can see in Fig. 4.  

From the correlation matrix, it is possible to visually extract 
important information. For instance:  
1) The colors among the variables direct bilirubin, indirect 

bilirubin and total bilirubin indicate these are highly 
correlated. Such fact can be expected since indirect 
bilirubin coming from hemoproteins catabolism is 
converted into direct bilirubin through the connection 
with glucuronic acid molecules [36], and total bilirubin 
means the total sum of both; 

2) The correlation between the variables hemoglobin and 
erythrocytes were also highly positive. This occurs 
because erythrocytes (red blood cells) are in charge of the 
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transportation of hemoglobin in the blood [9], showing 
there is a strong dependence relation between them. 

Moreover, it is possible to verify that the target (answer 
variable) Class has stronger positive correlation with some 
variables (such as platelet count, erythrocytes, hemoglobin 
dosage and segmented percentage), and negative correlation 
with other variables (such as lymphocyte percentage and 
average corpuscular hemoglobin).  

Another variable, Main complain, registered in the 
emergency room is possibly very valuable but has not been 
included in the algorithmic analysis of Meningitis prediction. 
Since it is a categorical variable with many possible values, 
we have used a simple procedure to map its importance and 
defer a deep study on the use of this variable to aid in 
diagnosing Meningitis for later work.  

 

 

Fig. 4 Correlation Matrix from the final base 
 

 

Fig. 5 Word Cloud (in Portuguese) of all patients who undertook the exam 
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Such variable is a text variable written by a nurse during 
patient screening. It contains information about complaints 
verbalized by the patients as soon as they arrive at the 
hospital.  

As we argued that, due to the nature of such text variable 
and its open possibilities, we chose to produce a word cloud 
diagram. This is a visual text data presentation for texts in free 
format, where the importance of each word is shown 
according to the size or font color [19]. 

In the word cloud diagram we identify that the main 

complains were: pain, high temperature (fever) for days, 
vomit, and others, as illustrated in Fig. 5. 

If we considered the subset of population that includes only 
those who had Meningitis, and use the same word cloud 
procedure, it is noticeable that besides these complains, we 
would find complains about otalgia (ear-ache), inappetence 
(lack of appetite), cephalea (headache), productive cough 
(when there is mucus or catarrh), nausea (dizziness or 
sickness), diarrhea, tiredness, abdominal pain and nasal 
bleeding, as illustrated in Fig. 6. 

 

 

Fig. 6 Word Cloud (in Portuguese) of all patients who took the exam and were diagnosed with Meningitis 
 
The difference in these two word clouds indicate that it 

might be worthy to study how to better incorporate this 
variable together with others in a ML algorithm to aid the 
Meningitis diagnosis.  

A. Results from ML Algorithms Application 

The ML methods cited in the previous section were applied 
to two parts of the dataset. First to a subset of the data that we 
call “Training data” used to estimate the parameters of the 
model [28]. The second subset segregated from the first one is 
called “Test data” and is a sample for testing the performance 
of the techniques used.  

The size of these sets should be determined depending on 
the number of parameters that our algorithm uses. If there are 
too many parameters to tune, we will need a large set in the 
Training data, so that we can get enough data to yield 
statistically meaningful results.  

The separation of the data into Training data and Test data 
should be such that the Test set presents the same 
characteristics of the Training set but should not be 
“contaminated” by data in the Training set. “Contamination” 
generally occurs in time-series data where one observation 
depends on the previous one. Such phenomenon might be 
present in our case. Our dataset is time-based, and the number 
and characteristics of Meningitis cases in one day might 
interfere in the prognosis of Meningitis in the next day. 
However, we assumed time-independency and left this issue 
for future work.  

In this work we simply split the data according to the period 
of collection: For the Training sample we considered the data 

from the first period: from March/2014 to January/2017. For 
the Test set, the data came from February/2017 to September/ 
2018. The proportion of patients that were diagnosed with 
Meningitis in both sets was approximately equal after we used 
the balancing technique SMOTE.  

The results of all techniques applied are shown in Tables II 
and III. 

 
TABLE II 

RESULTS FROM THE APPLIED TECHNIQUES IN TRAINING SET 

 Accuracy Sensitivity Specificity 

Adaptive Boosting 80.34% 83.57% 77.12% 

Decision Tree 94.56% 100% 89.13% 

Gradient Boosting 85.75% 90.84% 80.67% 

KNN 80.64% 74.27% 87.02% 

Logistic Regression 71.12% 68.75% 73.49% 

Random Forest 94.29% 98.11% 90.47% 

SVM 93.01% 96.91% 89.09% 

 
TABLE III 

RESULTS FROM THE APPLIED TECHNIQUES IN TEST SET 

 Accuracy Sensitivity Specificity 

Adaptive Boosting 87.27% 87.27% 87.27% 

Decision Tree 96.18% 100.00% 92.36% 

Gradient Boosting 91.90% 94.54% 89.27% 

KNN 80.81% 74.54% 87.09% 

Logistic Regression 66.01% 62.54% 69.45% 

Random Forest 95.90% 99.81% 92.00% 

SVM 95.36% 99.09% 91.63% 

 
If the primary objective is to avoid unnecessary CSF exams, 
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than sensitivity is an important feature of the algorithm. It 
measures the proportion of true positives in all cases that were 
forecasted as positive by the algorithm [4]. 

Analysing the results, we see that the Decision Tree is the 
preferable method to detect the True Positive in both data sets, 
Train and Test data. 

Other algorithms also demonstrated high capacity for aiding 
Meningitis diagnosis: Gradient Boosting, Random Forest and 
SVM with good Sensitivity as well as Specificity in both 
Training and Testing data.  

The classification algorithms we used estimate the 
probability that a certain individual belong to Class 1 (those 
with Meningitis). If the value of this probability is high, then 
the algorithm assigns this individual to Class 1 and, 
conversely, if the probability is low to Class 0. The threshold 
between low and high probability was automatically 
determined by the algorithm. The default assumption used was 
that the goal was to have the minimum number of 
misclassifications, with the same penalty for misclassifying a 
positive or a negative case. But it is not hard to investigate 
how these algorithms would perform if we simply change the 

classification threshold.  
For a balanced data set, the Gradient Boosting algorithm 

had chosen a threshold of 0.14. The resulting Confusion 
matrix in Table IV shows that 32 (=9+23) misclassifications 
were made. 

 
TABLE IV 

GRADIENT BOOSTING - CONFUSION MATRIX 

  Real 

  0 1 

Predict
ed 

0 379 9 

1 23 66 

 
If we change the threshold, obviously, the Confusion matrix 

changes and the performance measures change. Since we 
depart from the default threshold, the number of 
misclassifications should increase but this is not necessarily 
bad. 

Table V shows the results obtained using the Gradient 
Boosting algorithm with different thresholds. 

 
TABLE V 

GRADIENT BOOSTING WITH DIFFERENT THRESHOLDS 

 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Precision 70% 76% 82% 88% 97% 100% 100% 100% 

Recall 90% 87% 79% 74% 66% 56% 31% 13% 

F1-score 78% 81% 80% 80% 79% 72% 48% 24% 

 

We noticed that, if the goal is to maximize the Precision, a 
threshold of 0.7 or higher should be used.  

The following Confusion matrix (Table VI) was produced 
using the threshold of 0.7. This matrix indicates that there are 
zero cases of False Negatives. On the other hand, the number 
of False Positives increased to 39. 

 
TABLE VI 

GRADIENT BOOSTING - CONFUSION MATRIX WITH THRESHOLD = 0.7 

  Real 

  0 1 

Predicted 
0 388 0 

1 39 50 

 
For this particular case, 388 individuals would not have 

been required to take the CSF exam because the algorithm 
would have correctly inferred that they were free of 
Meningitis. Only 39 individuals without Meningitis would 
have taken the CSF exam because the algorithm “suspected” 
that they could be suffering with Meningitis. Therefore, the 
choice of the threshold is an important instrument to gauge the 
algorithm to produce a more, or less, conservative procedure.  

Based on our case study, it seems that it would be possible 
to avoid unnecessary CSF tests to diagnose Meningitis in 
many cases without compromising the risk of not testing an ill 
individual.   

V. CONCLUSIONS 

We have tested various ML techniques that could be used to 

help diagnosing Meningitis prior to the CSF exam. 
We considered that in the data, all patients who had 

Meningitis were tested with CSF exam and that this exam 
does not produce false positives nor false negatives. 
Therefore, the register of a positive CSF result could be 
understood as a certainty on the occurrence of Meningitis.  

When applying the ML techniques we use, as data, the 
results of blood and urine exams, and complains reports. The 
results of these exams and reports are not hard to obtain for 
any new patient and areis considerably less invasive and 
disturbing than the CSF exam. 

We used data from the period of March/2014 to January/ 
2017 to train the model. Data from February/2017 to 
September/2018 was used to test the model.  

The Decision Tree model presented the best performance 
with 96.18% accuracy; 100% sensitivity and 92.36% 
sensibility. Therefore, we could not claim that the ML model 
is anywhere close to substitute the CSF exam. The prospect is 
that the ML model could be another aid to the doctor in 
deciding whether or not to submit a patient to the CSF exam to 
confirm or risk out the diagnosis of Meningitis.  

It is important to mention that ML can also be used by 
healthcare professionals to systematically incorporate patients 
complains and other symptoms as qualitative inputs to help 
diagnosing Meningitis. 

We have demonstrated that the use of balancing methods 
such as SMOTE and Cross Validation is important to improve 
the efficiency of ML classification algorithms. For example, 
when using the Decision Tree algorithm with unbalanced data, 
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the Accuracy of the Test data was 94.75%. After balancing the 
data, the Accuracy reached 96.18%.  

ML classification algorithms produce estimates for the 
probability of a certain individual belonging to a certain class. 
If this probability is higher than a certain threshold, than the 
individual is assigned to that class. Different contexts call for 
different thresholds. For instance, if the cost of a false positive 
is very small, we should choose a small threshold. This is not 
the case for the Meningitis diagnosis since a false positive 
means that the patient would be required to take the CSF 
exam. For this reason we have studied the effects of changing 
the threshold. The results we obtained suggests that the ML 
algorithms could help prevent the majority of CSF exams 
without any apparent damage to the risk of false negatives.   

VI. FUTURE WORKS 

One area of interest for future work would be to include the 
non-structured data obtained by registering patients’ 
complaints in the ML model. 

In this work, the accuracy of the CSF test was considered to 
be 100%. We also considered that the diagnosis is binary: the 
patient either has the disease or not. In practice, these two 
assumptions might be considered to be too strong and should 
be reexamined in future research.  

The time-dependency of Meningitis occurrences was 
neglected and future work might show the existance of such 
dependency in predicting Meningitis.  
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