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Abstract—The problem of emotion recognition is a challenging
problem. It is still an open problem from the aspect of both intelligent
systems and psychology. In this paper, both voice features and facial
features are used for building an emotion recognition system. A
Support Vector Machine classifiers are built by using raw data from
video recordings. In this paper, the results obtained for the emotion
recognition are given, and a discussion about the validity and the
expressiveness of different emotions is presented. A comparison
between the classifiers build from facial data only, voice data only
and from the combination of both data is made here. The need for a
better combination of the information from facial expression and
voice data is argued.
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1. INTRODUCTION

VEN for a human it is difficult to be certain about another

human’s feelings. People usually guess the current
emotion(s) of another human, based on certain characteristics.
Building a system that recognizes emotions is a challenging
problem. Because, there are many ways to represent emotions,
there can be different results from the system for emotion
perception.

There are different ways for emotion representation. Some
were given in [1]. The categorical emotion representation [2]
suggests that there are more than 20 emotion categories and
they are all distinct in their name, meaning and expression.
Examples include excitement, guilt, and happiness. But, if a
system for emotion recognition that has so many emotion
categories is to be built, the problem of poor emotion
perception may arise. This could occur not only due to the
many categories, but because the actual difference in these
emotions are not so clear and even more so, because emotions
could be ambiguous.

Other emotion representation [2], [3] states that there are
two types of emotions: basic and complex emotions. Basic
emotions are biologically predefined emotions, while complex
emotions are the combination and modification of the basic
emotions.

The identification of the basic emotions was the goal of
many researchers. Eckman in his research of human facial
expression identified six basic emotions [3]. These emotions
were: anger, disgust, fear, happiness, sadness and surprise.

More complex categorical emotion representation is given
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by Plutchik [2]. He represented emotion in so called Plutchic’s
wheel of emotions, where the graphical representation gives
information of how emotions are similar to each other. Two
dimensions for emotion activation and evaluation are included
in the wheel representation of 32 distinct emotions. In
Plutchic’s research, other eight emotions are taken as basic.

In this paper, the basic emotions identified by Eckman are
used. A system for emotion recognition of these basic
emotions is made here. In many other researches, systems for
emotion recognition are created. Except in emotion
representation, these systems could differ on many other
levels: Different data source (sound, visual, brain signals),
different features, different algorithms for emotion recognition
etc.

In terms of the relationship between the extracted data and
the model for recognition, models could be static or dynamic.
After they are built, static models would not change (as in [4])
in contrast to dynamic models (as in [5]) which change using
some feedback information gathered after recognition. From
another side, some algorithms use series of time dependent
data from which the recognition is made while others use time
invariant data. In this paper, data that are used are time
invariant, but the emotion recognition itself is time dependent
as it will be explained later.

The main part of the paper is presented in the following
three sections. In Section II, data used in this research are
presented in more detail. In Section III, the approach for
making the model for emotion recognition is given. The
analysis of the experimental results for emotion recognition of
the model built are given in Section IV. In the end, a
conclusion statement for the presented research is given.

II. EMOTION PERCEPTION DATA

The study presented here is part of a research in the area of
human-robot interaction [6], [7]. Emotion recognition is vital
for enabling more natural interaction between humans and
robots. Robots that show or perceive human emotions are
called affective robots. These robots find their usage as
teachers of children with autism, companions of older people,
entertainment robots etc.

For a system that recognizes emotions to be used in human-
robot interaction, non-invasive techniques for extracting data
are of great importance. For this reason, brain signals are not
used in this research. Here both visual and sound signals are
used. These can be easily collected in the interaction using a
camera. These are the main non-invasive data that can be
collected for emotion recognition. Given the data from a
camera, many different features can be extracted and there is a
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variety of information that is included in these data.

Many researchers that aim at recognizing emotions use both
sound and visual data in their work [4], [5]. There are
researches that use only visual features and more precisely
features from facial expression [8], [9]. Also, some use only
sound features [10], [11]. The specific features that could be
used for emotion recognition varies among researchers.

The raw data derived from a camera (or another appropriate
sensor) are: digitalized pictures frames (visual signal) and
digitalized sound wave (sound signal). Given raw data,
valuable features could be extracted and used in the model for
emotion recognition. The features that are mostly used are the
features from human facial expression.

In [12], a relation between facial features and emotions is
shown. In the same research, the well-known Facial Action
Coding System (FACS) was presented. This system today is
used as a guideline for feature extraction from facial
expression by many researches. FACS contains descriptions
for 46 action units that give valuable information for the
emotion expressed by human. These units are based on human
facial mimics on small time intervals. The intervals are short
enough to get all important information and long enough to
get a complete information set. In [12] for each action unit, the
correlations with the emotions are presented. These action
units are identified by using a method for extracting facial
features. One popular method that is used to extract features of
a facial image is the Active Shape Model (ASM) [13]. This
method has input parameters that have to be set in order to
produce features. Different parameters give different feature
values. Some researches use ASM to identify action units
defined in FACS. But also, ASM can be used to extract many
other data valuables for emotion recognition.

In parallel to explaining the relations between facial
features and emotions, researches for identifying relations
between human voices with emotions were conducted. One of
the most important research with this goal was done by
Scherer and it was presented in [14], [15]. Scherer tried to
identify valuable sound features that are important in emotion
expression. He found that the valuable features can be grouped
in three different categories: frequency-based, intensity-based
and tempo-based. Yet there are no specific voice features or
voice action units found so far. Some researches as in [11] use
the fact that there are three categories of sound features
valuable for emotion recognition. In that paper, a three-
dimensional feature space is used. It is obtained from
calculating a single value for each sound category. Other
researchers use a union of sets of features that belongs to
different categories.

A. Facial Expression Data

In this paper, the facial expression features are calculated
based on the important facial points. There are many tools that
can be used in order to extract the vital data. In this research,
the facial points are extracted using the tool Luxand Face SDK
[16]. The number of facial points that are extracted is 65.
These points are the one that can be moved with a human
facial expression. The others are not affected by human

mimics. Each facial point is represented by two coordinates in
a two dimensional coordinate system. Beside the extracted
points, Luxand Face SDK calculates other values that describe
the pose of the face, such as the size of the face, the
coordinates of the center of the face and the estimated angle of
face rotation in the picture.

These raw data are transformed before being used. Since the
facial points for different pictures are represented in different
coordinate  systems, translation, rotation and scale
transformation are done for the complete set of the facial
points. As a result, new coordinates for all points are obtained.
These new points are coordinates in a system where the center
of the face is the origin, and the maximal size (height and
width) of the coordinate system is 1. The coordinates are
afterwards standardized, that enables the data to contain
information about the deviation of the coordinates.

The result from the transformation is the transformed
coordinates of the facial points. These are used in the model
for emotion recognition. It is important to emphasize that
these data are different from the data extracted using FACS.
First difference is that these data are extracted from just one
picture frame, rather than from several picture frames on given
time interval. These features are not given some interpretation
like the action units - they are taken just as coordinates. On
one hand, the data presented here are human depended since
all humans have different facial point coordinates. On the
other hand, only mathematical operations for transformation
are used to create the data used for the emotion recognition.

B. Voice Data

The voice features that are used in this paper are extracted
using PRAAT [17]. Some of the voice features used are based
on the sound signal intensity, some on the human pitch and
speech tempo. Actually, all three categories of important voice
features presented in [14] are included here. It should be
remembered that these were proven to give valuable
information for human emotions.

The voice features are calculated as global features on small
sound segments (all sound segments have equal length). For
each sound segment, 33 voice features were extracted.
Statistical measures like mean, maximal, minimal values and
standard deviations are calculated from the local features for
the intensity or pitch of the data. Data from the spectral and
formant analysis of the sound are also extracted and the jitter
and shimmer measures are derived. In our previous researches
[6], [18], [19] investigation about valuable voice features was
done and these were used here.

In order to improve the sound features, they are calculated
only from the speech containing portion of the sound segment.
Thus, a deeper segmentation of the sound pitches or intensity
is calculated. The tempo based features that are concerned
with both the speech containing portion and the non-
containing speech portion, are calculated on the whole sound
segment.

In the final stage, before creating the model, the extracted
voice and facial point data are preprocessed. The non-
complete values that resulted from the software for extracting
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these features were excluded from the features database. These
non-complete values may be a result of noise in the data. Also,
the software for extraction of facial points’ features could not
recognize a face on the picture that results in missing values
for some or all facial points.

III. EMOTION RECOGNITION

In the work presented in this paper, the data from the well-
known emotional data-base eNTREFACE [20] were used.
This database contains around 20 videos from 44 subjects. The
videos with duration of around 20 seconds are annotated with
one of the six basic emotions: anger, happiness, sadness,
surprise, fear and disgust. All subjects were asked to act some
emotion and pronounce several sentences using the same
emotion.

These data are used to build a model for emotion
recognition. Since the emotions are represented with six
different classes, a classifier for recognition of the specific
emotion should be created. A classifier is built for each subject
separately, since the visual information that is extracted is
highly dependent on a specific subject. To build a universal
classifier, different data that are not dependent on a human
face and voice should be extracted.

Each video for each subject was divided into segments that
last 1 second. For each segment, voice and facial expression
features are extracted as explained in Section II. The facial
expression features are extracted from one separate picture
taken from the segment. The voice data are calculated from
the whole segment.

For each subject, there are around 200 data instances. This
set of instances was divided in two separate sets: train data set
and test data set. For making the model of emotion recognition
the train data set were used. The test data set are used for the
model evaluation.

The database in this stage contains 98 features (65 facial
expression features and 33 voice features). The number of
features is relatively high, compared to the number of
instances of features extracted for each subject separately. As
a consequence, a technique for lowering the dimensionality of
the feature space or feature selection should be used. The
standard algorithms for feature selection were used: Best set
selection, Forward selection and Backward selection.
However, the results for the precision of the models obtained
with the features selected by these methods were very poor.
The reason is the great correlation among the data extracted
for the visual data, more precisely from the facial points. To
eliminate this huge linear correlation among the used data in
this research (especially visual data), a technique that
transforms the given data into the data in a lower dimension
space is taken into consideration. Here, experimental results
are obtained with the techniques: Principal component
analysis (PCA) and Linear discriminant analysis (LDA). The
LDA uses the information about the annotation of the
instances with an emotion class, while the PCA does not.
Clearly the transformations done with LDA showed better
results. In this research, LDA was used to lower the feature
space. However, LDA was not used on all features together.

LDA was used for each separate feature category. All features
were divided into smaller categories, not only by their source
(voice or facial data). For example, one category from the
visual data contains all facial points of the left eye. Another
category contains information from the nose, and another
contains all information from the facial points that describe a
human mouth. Similar categories are made for the voice
features. For each data category, LDA is performed separately.
In total 14 categories were used: eight for facial features and
six for the voice features. Using this approach, the transformed
data are expected to contain separate features for the subject’s
nose, subject’s mouth, subject’s pitch, subject’s tempo, etc.
The positive fact is that these characteristics are not calculated
by some formula or deeper analyses on the features extracted
from the visual and sound data, but rather a generic approach
was used to transform the raw data into new data that contains
information for each category of facial expression or voice
data. The drawback of this approach is the fact that this new
data cannot be easily interpreted.

Using the explained procedure and applying the LDA, the
new facial expression data contains 62 features (40 facial
expression features and 20 voice features). The emotion
classifier model that was built used these obtained and
transformed data. In the Section IV, the model and the
experimental results are presented.

IV. RESULTS

The process for building an emotion classifier starts with
the data extraction. It is followed by the data preprocessing
and transformation. In the end, the model for emotion
classifier is built. R [21] was used to build the classification
models.

The emotion perception classifier has the task to classify the
facial expression and visual data given to one of the six basic
emotions: anger, happiness, disgust, sadness, surprise and fear.
For each subject, a separate classifier is created based on the
training data. The classifier was validated based on the test
data.

Various algorithms for classification were used in the
experimental phase, in order to find the algorithm that creates
the most precise model for our data. The classification
algorithms that were used are: K-nearest neighbors (KNN),
Decision trees, Neural Network (NN) and Support vector
machines (SVM). The best results were presented with SVM.
Only these results are shown here. The results presented on
Figs. 1 and 2 represent the precision and recall of the emotion
classifiers calculated separately for each basic emotion (an-
anger, di- disgust, fe- fear, ha-happiness, sa- sadness, su —
surprise).

Separate classifiers are made by using the two different data
sources (facial expression and voice data). Also one classifier
is made using both facial expression and voice features.

The precision and recall of the classifiers were taken from
the test data. Test data include all instances of a selected test
set of the videos given in the database. The emotion
recognition is first made for each instance of the test data and
then, using an appropriate algorithm, the emotion recognition
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is done based on each video in the test data set. The algorithm
is based on the probability of the classification made for each
instance extracted for the given video. For each video in the
test data, the most probable emotion is recognized by the
classification model. This way of emotion recognition
calculated on a larger time interval is based on the assumption
that emotions are too complex to be recognizing from data
taken at smaller time intervals. In fact, in great part of the
picture frames, not much information can be concluded for a
person’s emotion. In the calculation for the most probable
emotion, the ordering of the instances is not taken in account.
The assumption is that the order of change of human mimics
and human speech features are different when different
sentences are spoken. Given this assumption, the time
ordering of instances is irrelevant for the emotion recognition
of the videos.

M facial expression and voice facial expression Bvoice

1

an di fe ha sa su

Fig. 1 Emotion precision

The precision and recall of the classification models given
at Figs. 1 and 2 are the average precision and recall taken for
all test videos for all subject in the database. As expected, the
classifier that uses more data, the one based on both facial
expression and voice features presents the best results. In this
case combining data from different sources contributes to
improvement of the classification model. The average
precision is 71.4%. Between the classifiers built from just one
source, the classification model based on facial expression
data shows a higher precision (66.2%) from the model based
on voice features (46%). This low precision of the voice
feature classifier can be the result of: poor data or non
valuable voice features. Sound data usually have much noise,
and here no algorithm for noise cancelation was used. Leaving
the noise behind, the data itself could have the valuable
information since the recorded videos were done by acting
emotions. The question whether it is easier to act a facial
expression or a voice can be set.

If the collected data are good, then one possibility is that the
voice features extracted in this research do not give much
information about emotions. Even though [14] found that
sound signals are descriptive for emotions, there is no research
so far that gives a list of valuable features.

Analyzing the precision and recall separately for the facial
expression classifier and for the voice feature classifier give us
more information about the properties of the classifiers and a
deeper understanding of the classifiers crated using different
data sources.
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Fig. 2 Emotion recall

Form Fig. 1, one can notice that for some emotions there is
a significant representation in the voice, and other emotions
are better represented by facial gestures. The classifier that
uses facial expression features has a highest precision for
happiness (81.3%), sadness (76.1%) and anger (74.4%). One
interpretation is that facial expression data show valuable
information for all these emotions. On the other side, the
classifier that uses voice features classifies best the anger
emotion. This suggests that in the extracted voice features
there is valuable information for recognizing anger. The
problem for the anger emotion is that many videos (more than
50%) are falsely classified as anger (Fig. 3) so the features are
not exclusively connected to the anger emotion. All other
emotions except anger are classified with a very poor
precision of less than 50%. One reason for the poor
classification is that the proper features are not extracted.
Another reason is that there are no voice features that are
valuable for all other emotions classification. This should be
further investigated.

The emotion that has the least precision and recall in all
classifiers is fear. Using the data in this research, this emotion
is classified with a precision around 40% when using both
sources and even less when just one data source is used. The
classifier from facial expression features has an unsatisfactory
precision for disgust and surprise, also.

From the aspect of the recall of the emotions (Fig. 3), the
disgust emotion has the highest value from the classifier built
from the facial features data. This suggests that there are some
facial expression features that are only correlated with the
disgust’s emotion. Similarly, the next most distinguishable
emotion from facial expression features is surprise. In
contrast, the sadness emotion has the highest recall from the
classifier build based on voice features.

Figs. 2 and 3 present that the precision and recall of the
classifiers based on two different sources have different values
for different emotions.

Some emotions are better classified from the voice data,
others from the visual facial expression data. This may suggest
that combining both data sources: facial expression features
and voice features, a better classifier could be done. The
classifier done here that combines these features gives same
improvement for the emotion recognition, but even better
improvement was expected. An alternative approach would be
to account for the importance of each feature (or feature
category) in the calculations for each separate emotion.
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Ofacial expression - true,
voice - false

Ofacial expression - false,
voice - true

M facial expression - true,
voice - true

M facial expression - false,
voice - false

Fig. 3 Categorization of test instances based on their classification
from the facial expression and voice classifier

Fig. 3 presents the portions of instances that were true or
false classified from the model based on the two separate data
sources: facial expression and voice data. On Fig. 3, it is
shown that in only 12% of the instances both, the facial
features and voice features classifier failed to recognize the
correct emotions. A greater part (33%) of the instances were
classified correctly by both classifiers, while 32% were
classified correctly only by the facial feature classifier. The
goal for creating a new classifier that combines the different
sources is to lower the percentage of instances that are
correctly classified from one data source, but incorrectly from
the other. This research will be done in the future work. Here,
it is shown that there is a great possibility to build a better
classifier that combines facial expression and voice data
sources.

V.CONCLUSION

In the paper presented here, the problem of emotion
recognition was investigated. Both facial expression and voice
features were used in order to detect a human emotion. The
data that were used here differs from all other approaches in
other researches for emotion perception since only some
mathematical operations and LDA was used to transform data.
No additional information for the model of emotion perception
was used. The features were only categorized by type, and
then using LDA they were projected to a lower dimension
space.

In the approach described above, a classifier that includes
both facial expression and visual features for emotion
perception had a precision of over 71.4%. In this paper, also a
comparison of the classification models built only from facial
expression data and only from voice data was given by
comparing the precision and recall for each emotion.

The results suggested that another combination of the facial
expression and voice features could give a much higher
precision than the precision gained in the classifier that uses
both data sources built here (71.4%). The combination should
consider the importance of each feature (feature group) for the
recognition of different basic emotions.

With this research the results from combining different data
sources for emotion recognition are analyzed and the next
steps for further research are given.
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