
International Journal of Engineering, Mathematical and Physical Sciences

ISSN: 2517-9934

Vol:9, No:12, 2015

741

An Estimation of Variance Components in Linear
Mixed Model
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Abstract—In this paper, a linear mixed model which has two
random effects is broken up into two models. This thesis gets
the parameter estimation of the original model and an estimation’s
statistical qualities based on these two models. Then many important
properties are given by comparing this estimation with other general
estimations. At the same time, this paper proves the analysis of
variance estimate (ANOVAE) about σ2 of the original model is equal
to the least-squares estimation (LSE) about σ2 of these two models.
Finally, it also proves that this estimation is better than ANOVAE
under Stein function and special condition in some degree.
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I. INTRODUCTION

THE model we treat here is linear mixed model which has
two variance components, described by

y = Xβ + Uξ + ε, (1)

where Y is the n× 1 observation vector, X is a n× t design
matrix which we are known, U is a n×s known design matrix,
β is a t×1 fixed effect, ξ is a s×1 random effect, ε is a n×1
error of random effect, and the basic assumptions of (1) for ξ
and ε are ξs×1 ∼ N(0, σ1

2I) and εn×1 ∼ N(0, σ2I) [1].
As is known to us all, the LSE of the estimable function

c′β in the model (1) is

c′β̂0 = c′(X ′X)+X ′y.

The ANOVAE of variance component σ2 is

σ̂2(A) =

y′(I − P
X

...U
)y

n− r(X
...U)

.

And the ANOVAE of variance component σ1
2 is

σ̂1
2(A) =

y′(P
X

...U
− PX)y − (r(X

...U)− r(X))σ̂2(A)

tr((P
X

...U
− PX)UU ′)

,

where M(A) is a space composed by the column vectors of
matrix A, PA represents the rectangular projection of M(A).

At first we give some conclusions which will play key
roles in the following text [2]-[3].
Lemma 1. Assume that r is the rank of matrix Am×n, P and
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Q are orthogonal matrices, then n× p matrix,then

A = P

(
Λr 0
0 0

)
Q′,

where Ar = diag(λ1, λ2, . . . λr), λ2
1, λ

2
2, . . . λ

2
r are non-zero

characteristic values of A′A, λi is singular value of matrix
A and λi > 0,i = 1, 2, . . . r.
Lemma 2. Assume that y = Xβ + e, E(e) = 0,
Cov(e) = σ2Σ, Σ ≥ 0. For any estimable function
c′β, its LSE c′β̃ = c′(X ′X)+X ′y is BLUE ⇐⇒ PXΣ is a
symmetric matrix.

It carries on the singular value decomposition of the design
matrix U in model (1) by lemma 1 as follows:
Suppose that r(U) = r, P and Q are orthogonal matrices,
then we have

U = P

(
Λr 0
0 0

)
Q′.

II. AN ESTIMATION OF FIXED EFFECT c′β̂

As we all know ξ is independent identically distributed to
Q′ξ and ε is independent identically distributed to P ′ε in
former context, so we denote ξ̃ = Q′ξ, ε̃ = P ′ε, then

y = Xβ + P

(
Λr 0
0 0

)
Q′ξ + ε

⇐⇒ y = Xβ + P

(
Λr 0
0 0

)
ξ̃ + ε

⇐⇒ P ′y = P ′Xβ +

(
Λr 0
0 0

)
ξ̃ + ε̃.

Let

P ′ =
(
P1

P2

)
. . . r

. . . n− r
,

ξ̃ = (ξ̃1
... ξ̃2), ξ̃ =

(
ξ̃1

ξ̃2

)
,

then we have two models that are equivalent to the original
model

P1y = P1Xβ + Λr ξ̃1 + ε̃1, (2)
P2y = P2Xβ + ε̃2. (3)
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It is readily to find the fixed effects and variance components
of new models are consistent to them in original models. In
the model of (2) and (3),

ξ̃1 ∼ N(0, σ2
1Ir),

ε̃1 ∼ N(0, σ2Ir),

ε̃2 ∼ N(0, σ2In−r).

The LSE of the estimable function c′1β in model (2) is

c′1β̂1 = c′1(X
′P ′

1P1X)−X ′P ′
1P1y, c1εM(X ′P ′

1).

The LSE of the estimable function c′2β in model (3) is

c′2β̂2 = c′2(X
′P ′

2P2X)−X ′P ′
2P2y, c2εM(X ′P ′

2).

The LSE of σ2 [4] in model (3) is

σ̂2(2) = [P2y−P2Xβ̂2]
′[P2y−P2Xβ̂2]

(n−r)−r(P2X)

=
y′P ,

2(I−PP2X)P2y

(n−r)−r(P2X) .

Theorem 1. In the model of (1), there is

c′β̂ = c
′
1β̂1 + c

′
2β̂2

where c
′
1β̂1 is irrelevant to c

′
2β̂2, c1εM(X ′P

′
1), c2εM(X ′P

′
2).

Proof. Let A be a m×n matrix and B be a orthogonal matrix.

For the partitioned matrix B = (B1

...B2), then we obtain

M(A) = M(AB1)⊕M(AB2).

To prove this equality above-mentioned, the proof by
contradiction is used here. As is known to us all,

M(AB1) ∩M(AB2) = {0} ⇐⇒

M(A) = M(AB1)⊕M(AB2).

We assume that ∃α 	= 0, make αεM(AB1) and αεM(AB2),
then ∃t1 	= 0, t2 	= 0, make α = AB1t1 and α =
AB2t2, we get B1t1 = B2t2 due to the arbitrariness of A.
Because B1 and B2 are two matrices which their column
vectors are orthogonal mutually, the necessary and sufficient
condition of equation validated is t1 = t2 = 0. This is
contradictory to t1 	= 0, t2 	= 0. Hence the hypothesis is
not valid. So M(A) = M(AB1) ⊕ M(AB2). Then for ∀
cεM(X ′), ∃c1εM(X ′P

′
1), c2εM(X ′P

′
2), we have

c = c1 + c2,

then it is readily verified that

c′β̂ = c
′
1β̂1 + c

′
2β̂2.

Except the conclusion above-mentioned, we also get
something new about estimable function c′β̂ in model (1).
c′β̂1 is BLUE of c′β in model (2) and c′β̂2 is BLUE of c′β
in model (3). It is not difficult to prove the question based on
Unified Theory of Least Squares.

III. THE PROPERTIES OF THIS ESTIMATION

Before giving the properties of this estimation, we should
prove the following lemmas first.
Lemma 3. Suppose that c1εM(X ′P

′
1), then

c
′
1(X

′P
′
1P1X)+X ′UU ′X(X ′P

′
1P1X)+c1

≤ c
′
1(X

′X)+X ′UU ′X(X ′X)+c1,

c
′
1(X

′P
′
1P1X)+c1 ≤ c

′
1(X

′X)+c1.

Proof. By the lemma 2, c
′
1β̂1 is BLUE of c1β, c1εM(X ′P

′
1)

in the model of (2). Hence

V ar(c
′
1β̂1) ≤ V ar(c

′
1β̂0),

that is

c
′
1(X

′P
′
1P1X)+X ′P

′
1P1(UU ′σ2

1 +

Iσ2)P
′
1P1X(X ′P

′
1P1X)+c1

≤ c
′
1(X

′X)+X ′(UU ′σ2
1 + Iσ2)X(X ′X)+c1,

σ2
1 [c

′
1(X

′P
′
1P1X)+X ′UU ′X(X ′P

′
1P1X)+c1] +

σ2[c
′
1(X

′P
′
1P1X)+c1]

≤ σ2
1 [c

′
1(X

′X)+X ′UU ′X(X ′X)+c1] +

σ2[c
′
1(X

′X)+c1].

According to the arbitrariness of σ2
1 and σ2, lemma 3 is

tenable.
Similarly to the following lemma:
Lemma 4. As c2εM(X ′P

′
2), there is

c
′
2(X

′P
′
2P2X)+c2 ≤ c

′
2(X

′X)+c2.

Theorem 2. c′β̂ is the unbiased estimation of estimable
function c′β in the model of (1). Let P1PXP

′
2 = 0, then

V ar(c′β̂) = V ar(c′β̂0).

Proof.

V ar(c′β̂) = V ar(c
′
1β̂1) + V ar(c

′
2β̂2)

= c
′
1(X

′P
′
1P1X)+X ′P

′
1P1(UU ′σ2

1 + Iσ2)P
′
1P1

∗X(X ′P
′
1P1X)+c1 + c

′
2(X

′P
′
2P2X)+c2σ

2 = σ2
1

∗[c′1(X ′P
′
1P1X)+X ′P

′
1P1UU ′P

′
1P1X(X ′P

′
1P1X)+c1]

+σ2[c
′
1(X

′P
′
1P1X)+c1 + c

′
2(X

′P
′
2P2X)+c2].
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V ar(c′β̂0) = (c1 + c2)
′(X ′X)+X ′

∗(UU ′σ2
1 + Iσ2)X(X ′X)+(c1 + c2)

= σ2
1 [c

′
1(X

′X)+X ′UU ′X(X ′X)+c1 + c
′
2(X

′X)+X ′

∗UU ′X(X ′X)+c2 + 2c
′
1(X

′X)+X ′UU ′X(X ′X)+c2]

+σ2[c
′
1(X

′X)+c1 + c
′
2(X

′X)+c2 + 2c
′
1(X

′X)+c2].

As P1PXP
′
2 = 0, we get

c
′
1(X

′X)+c2 = 0,

c
′
1(X

′X)+X ′UU ′X(X ′X)+c2 = 0,

c
′
2(X

′X)+X ′UU ′X(X ′X)+c2 = 0.

By lemma 2 and theorem 1,

V ar(c′β̂) ≤ V ar(c′β̂0).

Thus P1PXP
′
2 = 0 ⇐⇒ PXPU is exchangeable [5]. While

P1PXP
′
2 = 0, c′β̂0 is BLUE of c′β̂, we have

V ar(c′β̂) ≥ V ar(c′β̂0).

Above all,

V ar(c′β̂) = V ar(c′β̂0)

is testified completely.
When P1PXP

′
2 = 0, the new estimation of c′β̂ and the LSE

of c′β̂0 achieve the best estimation simultaneously under mean
square error by theorem 2.
Theorem 3. σ̂2(2) = σ̂2(A).
Proof.

r(U
...X) = r(U

...(I − PUX))

= r(U) + r(I − PUX),

PU = I − PP
′
2
.

P
′
2 is a matrix with full column rank, then

r(U
...X) = r + r(P2X).

Notice that

I − P
X

...U
= I − PU − P(I−P0)X

= PP
′
2
− PP

P
′
2
X = P

′
2(I − PP2X)P2,

σ̂2(2) =
[P2y − P2Xβ̂2]

′[P2y − P2Xβ̂2]

(n− r)− r(P2X)

=

y′(I − P
X

...U
)y

n− [r + r(P2X)]

=

y′(I − P
X

...U
)y

n− r(X
...U)

= σ̂2(A).

By the former theorems, we obtain ANOVAE in common
use is LSE of error variance in the model of (3).

Following that we discuss the estimation of variance
component σ2

1 when UU ′ has only one characteristic value.
When UU ′ = λ2PU , (2) is a ordinary linear model. Let
e = Λr ξ̃1 + ε̃1, where α = λ2σ2

1 + σ2. By Least Square
Method, we have

α̂ =
(P1y)

′(I − PP1X)(P1y)

r − (I − PP1X)

=
y′(PU − PPUX)y

r(PU − PPUX)
,

thus analyzing σ̂2(2) about σ2 in the model of (3), we get an
estimation of σ2

1 ,

σ̂1
2(1) =

α̂− σ̂2(2)

λ2
.

Theorem 4. In the model of (1), new estimation is better than
ANOVAE under Stein function L(Σ̂,Σ) = tr(Σ̂ − Σ)2 when
the design matrix U has only one non-zero singular value.
Proof. In the model of (1), the covariance matrix of y is

Σ = UU ′σ2
1 + Iσ2

= λ2σ2
1PU + (PU +QU )σ

2

= αPU + σ2QU ,

then Stein function [6] is

L(Σ̂,Σ) = tr((α̂− α)PU + (σ̂2 − σ2)QU )
2

(α̂− α)2tr(PU ) + (σ̂2 − σ2)2tr(QU ).

Its relative risk function [7] is

R = tr(PU )E(α̂− α)2 + tr(QU )E(σ̂2 − σ2)2,

it is readily to get the risk function of new estimation is

R1 = tr(PU )E(α̂− α)2 + tr(QU )E(σ̂2(2)− σ2)2

while the risk function of ANOVAE in original model is

RA = tr(PU )E(α̂− α)2 + tr(QU )E(σ̂2(A)− σ2)2

where α̃ = λ2σ̂1
2(A) + σ̂2(A). Since α̂ is UMVUE of α and

α̃ is UE of α, then

E(α̂− α)2 ≤ E(α̃− α)2.

Hence this new estimation is better than ANOVAE.
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IV. CONCLUSIONS

In statistics parameter theory [8], people pay more and
more attention to linear mixed models. Parameter estimation is
front-burner issue at present. An estimation was offered and
its properties were proved in this paper. But for parameter
estimation of linear model,we can make a further research
from the following several aspects:

(1)People can conduct a further study about the contacts
between fixed effects and random effects;

(2)The connections among several defined estimations
should be further investigated in the future;

(3)Try to find another better estimation such that it can
overcome more defects;

(4)An example should be given to illustrate the theoretical
results of new estimation by computer calculations.
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