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 
Abstract—This paper introduces an original method of 

parametric optimization of the structure for multimodal decision-
level fusion scheme which combines the results of the partial solution 
of the classification task obtained from assembly of the mono-modal 
classifiers. As a result, a multimodal fusion classifier which has the 
minimum value of the total error rate has been obtained.  
 

Keywords—Сlassification accuracy, fusion solution, total error 
rate.  

I. INTRODUCTION 

HE process of combining information from multiple 
sources is known as information fusion [1]-[8]. The fusion 

could be realized at three different levels: (a) fusion at the 
feature extraction level, (b) fusion at the matching score level 
and (c) fusion at the decision level [2]. From a practical point 
of view the case (c) is most important, since this case is very 
common. Many practical cases reduce to fusion at the decision 
level. For example: multimodal biometric fusion, multichannel 
data fusion in C-OTDR monitoring systems, integral solution 
on a classifiers ensemble etc. That is why this paper considers 
the case of fusion at the decision level. So, finding an optimal 
parametric scheme for the structure of the fusion solution is an 
important issue. The goal of the optimization is to 
maximize classification accuracy. The paper presents a 
solution to this problem.  

II. PROBLEM STATEMENT 

Assume the following: 
 The objects to be classified can only belong to one of two 

classes. For the sake of mathematical convenience, they 
are labeled by «+1» and «−1», respectively. 

 N is the number of information sources (information 
modes or modes); 

 Each mode  ,  1, ...i i N , generates the corresponding 

type of multi-dimensional feature 
( )ix ,

( ) ( )i ix X , here 
( )iX  - feature space of the i-th mode; 

 Thus, each object that needs to be classified is described 
by features of the multi-dimensional parametrical space. 
This parametrical space consists from N feature 

parametrical spaces ( ) , 1, ...iX i N . 
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The essence of the object classification problem is: by 

analyzing the multidimensional features 
( )ix , 

( ) ( )i ix X , 

 1,...i N , classifier has to decide to which of the two 

classes the object belongs. In the single mode the 

classification result is a so-called decision function ( )
i

h  (in 

other words: i-classifier), here i is the index of the relevant 
mode. In this case, we deal with the N modes and, therefore, 

with N classifiers:    ( ) 1, 2, ...
i

h i N   h .The set of the 

classifiers  h  is available for construction of the decision 

fusion function (DFF). Sometimes, this set is called a 
classifiers assembly. This study considers a widespread case 

when the DFF is a convex hull of the functions ( )
i

h  , 

 1, 2, ...i N  [2], [6]. This type of the DFF is called as 

“decision-level fusion scheme” [2]. So, we have the N feature 

spaces ( ) , 1, ...iX i N  and classifiers ( )( ), 1, ...i

i
h x i N  each 

of which maps the corresponding feature vector 
( ) ( )i ix X  to 

a class label space  1,1 Y . In other words, each classifier
( )( ), 1, ...i

i
h x i N , indicates to which of the two classes the 

vector 
( ) ( )i ix X  corresponds. The following entry:

( )( ),i

i i
y h x

 
1, ... ;

i
i N y Y - is admissible. At the same 

time, each of classifiers ( )( )i

i
h x , 1, ...i N , depends on the 

corresponding vector of the parameters 
( ) ( )i i  . Thus, we 

have:  ( ) ( )|i i

i i
h h x  . For each 1, ...i N  a training set 

( )i  consists of 
( )im  samples whose associated labels are 

observed. Thus   ( ) ( ) ( ), | 1,i i i

j j
x y j m   , 1, ...i N . It is 

obvious the labels of a test samples are unknown and need to 
be defined during the test.  

Let us denote: 

 
(1) ( 2) ( )... NX X X  X - common feature space; 

 
( ) (1) ( 2) ( 1) ( 1) ( )\ ... ...k k k NX X X X X X     X ; 

  (1) ( 2 ) ( ) (1) 2 ( ), , ..., ...N N          δ Δ ; 

  (1) ( 2 ) ( ), , ... Nx x x x X ; 

  ( ) (1) ( 2 ) ( 1) ( 1) ( ) ( )\ , , .., , ... \k k k N kx x x x x x x X  X ; 

       (1) (1) ( ) ( )

1
| , ..., |N N N

N
x h x h x R  h δ ; 
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         * * (1) * ( 2 ) * ( )

1 2
, , ..., N

N
     α δ ; 

    ( ) ( ) ( )|k k k

k k
h x h x   ; 

 event:   ( ) ( ) ( )( ) : |i i i

i i
y h x   ; 

 event:   ( ) ( ) ( )( ) : |i i i

i i
y h x   ; 

   ( ) ( )

( ) ( )

~
( | ) k k

k k

kx X
k    E

 
is the average total 

error for the k-th classifier; 

 
  ( )

( ) ( )

( )

\ ~ \
( ) \

i

i i

k k

N
y h x k

yx x X
i k

A i k e x x




   
  

X
E E


; 

 ( )
E
1 is the indicator function of the event  . 

So, we consider: 
 both training and test samples are drawn i.i.d. from 

underlying distributionΛ ; 

 the DFF     (1) (1) ( 2 ) ( 2 )

1 2
( | ) | , | , ...H x H h x h x δ  

is a mapping from X  to Y  after training on a data set 
( )i 1, ...i N ;  

 the DFF ( | )H x δ  has the following form:

 ( | ) TH x xδ αh δ ; 

 Using DFF, the classification procedure is realized by the 

following simple rule:  ( | ) ( | )y x SIGN H xδ δ . 

Our goal is to build the DFF ( | )H x δ  that would 

minimize the posterior expected loss  
 

   
~ ,

, T

x y
L y x

X
E αh δ . 

 
Here ( )L   is a convex loss function. Thus with fixed δ Δ  

we have to solve the following optimization task: 
 

       *

~ ,
, T

x y
Arg Inf L y x

X
α

α δ E αh δ              (1) 

 
It is obvious in this case that DFF 

 * *( | ) ( ) TH x xδ α δ h δ  will fully meet the requirements of 

the problem statement.   

III. SOLUTION METHOD 

The following statement is obvious: 
 

       

   

~ , ~ ,

1

~ ,

2

, ,
,

,
, ... 0

T T

x y x y

T

x y

L y x L y x

L y x





 


 













X X

X

E αh δ E αh δ

α

E αh δ

. 

 
Thus, we have the system of the non-linear equations: 

   
~ ,

,
0, 1, ...

T

x y

i

L y x
i N




 


X

E αh δ
          (2) 

 
This system must be solved relative to the variables 

1 2
, , ...,

N
  

with the chosen type of the loss function ( )L  . 

Thus we have the solution of the (2) with some 
* * * *

1 2
( ) ( ( ), ( ), ..., ( ))

N
L L L L  α . It is obvious that the 

obtained vector 
*α to (2) yields the solution of (1).  

Now consider the choice of a loss function ( )L  . There are 

many types of the convex loss functions:  

 ( ) max(1 , 0)L x x   

 ( ) exp( )L x x   

 ( ) log(1 exp( ))L x x    , 
and other. Let us use the ( ) exp( )L x x   loss function which 

has the excellent analytical characteristics. In additional, as a 
loss function argument we will use the following product

 Ty xαh δ . There the  Ty xαh δ  is called as the 

classification margin of the hypothesis  T xh δ . In this case 

we can write      expT TL y x y x αh δ αh δ . The point 

wise loss, which can be decomposed to each instance x , is 

   exp T

y
y x xE αh δ .  

Since y  and  ( ) ( )|i i

i
h x   have to be +1 or -1, assuming 

the independence of the  ( ) ( )|i i

i
h x  ,

( )ix ( 1, ...i N ), the 

following expansion is valid for any  1, 2, ...k N :  
 

 

 

    

( )

~
1

( )

1

~

( ) ( )

~
1

exp

exp

exp

N
i

y i ix
i

k

N
i

i i

i

yx

k

N
k i

y k i ix
i

y h x x

y h x

x

yh x y h x x

















  




  




    

    
        

    
    

  
  

  
    

        







X

X

X

E E

E E

E E

 

     ( ) ( )

~
1

exp
N

k i

y k i ix
i

yh x y h x x


     
    

X
E E = 

       
     

( )

( )

( ) ( )

~
1

( )

i

i i

i

i i

N
y h xk i

y k E ix
i

y h x i

E i

yh x e

e x





 

 

 



 

  







X
E E 1

1

 

         ( ) ( ) ( )

~
1

i i

N
k i i

y k E i E ix
i

yh x e e x    



      
X

E E 1 1  
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      
          

( ) ( )

~

( ) ( ) ( )

i i

k k

N
i i

y E i E ix
i k

k k k

k E k E k

e e

yh x e e x

 

 

   

   







 

    






X
E E 1 1

1 1

 

 

            

( )

~

( ) ( ) ( ) ( )

i
i i

k k

N
y h x

y yx
i k

k k k k
k E k k E k

e

yh x e yh x e x



    

 





     
 

     

X
E E E

1 1

 

        ( )
( ) ( )

~

i
i i k k

N
y h x k k

y E k E kx
i k

e e e x
       



      
X

E E 1 1

 

 

       

( )

( ) ( )

( ) ( )

( )

\ ~ \

( ) ( ) ( )

~

\

.

i
i i

k k

k k
k k

N
y h x k

yx x X
i k

k k k

y E k E kx X

e x x

e e x



    

 







 

  
    

  

X
E E

E E 1 1

 

 
Following (2) we have 
 

 

       
       

( )

( ) ( )

( ) ( )

( ) ( )

( )

\ ~ \

( ) ( ) ( )

~

( ) ( ) ( )

~

\

( ) 0.

i
i i

k k

k k
k k

k k
k k

N
y h x k

yx x X
i k

k k k
y E k E kx X

k k k
y E k E kx X

e x x

e e x

A i k e e x



 

 

   

   

 







  
  

  
     

      

X
E E

E E 1 1

E E 1 1

 

 
Further 

( ) ( )

( ) ( ) ( ) ( )

~
( ) ( | , ) ( | , )k k

k k

k k k k
k kx X

A i k e x e x         E P P  




( ) ( )

( ) ( )

( ) ( )

~

( ) ( )

~

( ) ( | , )

( | , ) ( )

k

k k

k

k k

k k

kx X

k k

kx X

A i k e x

e x A i k





 

 

  

  

  
  

E P

E P
 

 ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

~ ~
( | , ) ( | , )k k

k k k k

k k k k
k kx X x X

e x e x            E P E P  

  ( ) ( )( ) 1 ( | ) ( | ) 0k kk kA i k e k e k          . 

 
and it easy to see that 

 

    * ( ) ( ) ( )0.5 ln 1 ( | ) / ( | )k k k

k
k k       . 

 
Thus 

 
(1) ( )

*

(1) ( )

1 1 (1 | ) 1 1 ( | )
ln , ..., ln

2 (1 | ) 2 ( | )

N

N

N

N

   

   

 

    
    
    

α δ . 

 
and with fixed δ  we have 
 

 * *( | ) ( ) TH x xδ α δ h δ  .                       (3) 

 

Thus DFF * ( | )H x δ  is optimal in the sense of minimum of 

the posterior expected loss  
~ ,

( , ( | ))
x y

L y H x
X

E δ  with 

( ) exp( )L x x   and fixed δ .  

IV. PRACTICAL EXAMPLE 

A good example of a practical use of proposed strategy is a 
task of multichannel data fusion in C-OTDR monitoring 
systems (OXY).This system has been designed to monitor of 
railways (detection of technological activity on railroad 
tracks).System OXY was installed at the railroad testing area 
of Kazakhstan Railways Company (JSK “Kazakh Temir 
Zholy”). Distributed fiberoptic sensor (DFOS) of OXY was 
buried at the distance of 5 m from railways, at the depth of 30-
50 cm. For classification Nof C-OTDR channels were used 
only. Value of N have been determined empirically, N=11. 
Channel with number 6 has been closest to the source of 
seismoacoustic emission; channels with numbers 1 and 11 
have been the most distant to the source of seismoacoustic 
emission. Parameters of the C-OTDR monitoring system:  
 the probe pulse duration – 10..100 ns;  
 frequency sensing – 3..5 kHz;  
 the probe signal power - 15 mW; 
 DFOS length – 1 200 m;  
 laser wavelength - 1550 nm.  

In this case, we have problem of optimal fusion for 

ensemble of single-mode classifiers   ( )i

i
h x , each of them 

is correspond to relevant C-OTDR channel (Fig. 1). So, in 
other form, we can write: 

 

        (1) ( ) ( )

1
, .., .,,i N N

i N
x h x h x h x R h δ , 

 

where i is C-OTDR channel number, the 
( )ix is i-th channel 

output. There are objects of two classes: 
 Technological activityon railroad tracks: label is “1” 
 Common activity on railroad tracks: label is “-1” 

By analyzing the multidimensional features 
( )ix , 

( ) ( )i ix X

 1,...i N , classifier  ( ) ( )|i i

i
h x   (i-thC-OTDR channel) has 

to decide to which of the two classes the object belongs. So, 

we have the N feature spaces ( ) , 1, ...iX i N  and classifiers 
( )( ), 1, ...i

i
h x i N  each of which maps the corresponding 

feature vector 
( ) ( )i ix X  to a class label space  1,1 Y .  

We denote DDF, which has been calculated according to 
(3), as DDF*. For  1 1, ...,N N α  the DDF is 

 ( | ) TH x x δ αh , and we have denoted this DDF as DDF+. 

In additional, classification results of “marginal” single-mode 
classifiers were investigated: classifier of channel 1  (1)

1h x  

(the most distant) and classifier of channel 6  (6)

6h x  (the 

closest). Table I contains results of practical experiments. 
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Fig. 1 C-OTDR Channels 

 
TABLE I 

THE PRACTICAL RESULTS 

Classifier Total Error (%) 
DDF* 0,03 
DDF+ 0,06 

 (1)

1
h x  0,12 

 ( 6 )

6
h x  0,07 

 
Those results are enough sufficient for practical usage, and 

they are well interpreted. Indeed, the best classification quality 
has the DDF*. On the other hand, the worst classification 
quality has the classifier  (1)

1h x , which is the most distant to 

the source of seismoacoustic emission, hence, in relevant 
channel we had the lowest signal to noise ratio.  

V. CONCLUSION 

In this paper we consider a new method of determination an 
optimal structure of the fusion solution, which combines the 
results of the partial solution of the classification task, 
obtained from corresponding single-mode classifiers. By the 
term "optimization" we mean the minimum of the total error 
rate. The suggested method allows finding the values of the 
parameters of the fusion solution structure which provide the 
best classification accuracy of the fusion classifier. Results of 
the practical usage have shown a good performance of 
suggested method. This method was developed for use in 
multichannel C-OTDR monitoring system when for obtain the 
classification solution we need to combine data from various 
C-OTDR channels. 
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