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Abstract—In recent years, many researchers are involved in the 

field of fuzzy theory. However, there are still a lot of issues to be 
resolved. Especially on topics related to controller design such as the 
field of robot, artificial intelligence, and nonlinear systems etc. 
Besides fuzzy theory, algorithms in swarm intelligence are also a 
popular field for the researchers. In this paper, a concept of utilizing 
one of the swarm intelligence method, which is called Bacterial-GA 
Foraging, to find the stabilized common P matrix for the fuzzy 
controller system is proposed. An example is given in in the paper, as 
well. 

 
Keywords—Half-circle fuzzy numbers, predictions, swarm 

intelligence, Lyapunov method. 

I. INTRODUCTION 
OBOTS with intelligent control can be attributed to the 
development of fuzzy theory and other artificial 

intelligence methods. Fuzzy logic linguistic approaches have 
been widely studied and applied in solving practical problems 
in engineering and in management since Zadeh first proposed 
fuzzy theory in 1965 [1]. After several years’ development of 
fuzzy theory, Laarhoven and Perdrycz proposed the triangular 
fuzzy numbers in 1983 [2]. Although triangular fuzzy numbers 
are easy and convenient to use, they still require complicated 
calculations in prediction [3]-[5]. To simplify the complicated 
operations, the half-circle fuzzy number (HCFN) is proposed 
[6], [7]. The HCFN is simpler and more convenient when it is 
employed in trigonometric functions. It can also be used with 
polar coordinates in integral or other difficult operations used 
for prediction. 

Besides fuzzy theory, swarm intelligence method is also a 
popular research field in artificial intelligence. Different from 
fuzzy theory, algorithms in swarm intelligence utilize the tinny 
intelligence, which takes place in the creatures’ behavior or 
their special strategy for surviving in Mother Nature, to 
construct a serious of process for solving optimization 
problems in engineering, management, or economics. For 
example, by taking felid as the model, Chu et al. propose Cat 
Swarm Optimization (CSO) [8], [9] for solving numerical 
optimization problems; Pan et al. pro-pose Fish Migration 
Optimization (FMO) [10] in 2010, and Tsai propose Evolved 
Bat Algorithm (EBA) [11] in 2012. Moreover, swarm 
intelligence methods can be employed to solve engineering 
problems in two ways: the first is to describe the problem in 
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mathematic formula and exploit the swarm intelligence 
algorithm, directly, to find the optimum solution. [3], [12]-[16] 
Another way is to combine swarm intelligence algorithms with 
other existing methods or systems such as Artificial Neural 
Network (ANN) [5], [17], [18] and Simulated Annealing [19]. 
In this paper, we present a concept of employing swarm 
intelligence algorithm to construct HCFN for the further usage 
in fuzzy controller systems. 

The rest of this paper is constructed as follows: The brief 
review on triangular fuzzy numbers, HCFN, and the concept of 
Bacterial-GA Foraging, which is one of the hybrid swarm 
intelligence algorithm, are given in Section II. Our proposed 
method is given with an example in Section III. Finally, the 
conclusion is given in Section IV. 

II. LITERATURE REVIEW 
In Mendel’s 1995 report, membership functions were for the 

most part, associated with terms that appeared in the 
antecedents or consequents of rules, or in phrases. The 
membership functions used in the fuzzy theory can be 
constructed in different forms. In other words, the membership 
functions can be quite different for different users because the 
users can design the membership functions base on their own 
experience. It means that two fuzzy systems designed for the 
same purpose may contain completely different membership 
functions. However, the most commonly used shapes for 
membership functions are triangular, trapezoidal, piecewise 
linear or Gaussian. The fuzzy inference can be depicted in three 
major parts: quantification, fuzzification, and defuzzification. 
The membership functions are employed in the fuzzy inference. 

A. Triangular Fuzzy Numbers 
Laarhoven and Pedrycz proposed the triangular fuzzy 

numbers in 1983 [20], [21]. It can be defined as follows: 
Definition 1: A fuzzy number  on ∞, ∞  is a 
triangular fuzzy number if its membership function µ : 
0, 1  is equal to (1): 

 

µ
 ,      x ,

 , , 
0,                       otherwise

                   (1) 

 
where ,  and  represent the lower and upper values 
in support of , respectively, and  stands for the model value. 
The triangular fuzzy number, as given by (1), can be denoted by 

, , . The hypothesis of  is given as a set of elements 
| . An example of the membership function of 

a triangular fuzzy number is given in Fig. 1: 
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Fig. 1 Membership function of a triangular fuzzy number 

B. Half-Circle Fuzzy Numbers 
A model of half-circle fuzzy numbers developed based on 

triangular fuzzy numbers is described as follows: 
Definition 2: A fuzzy number  is defined on 
∞, ∞  as a half-circle fuzzy number if its membership 

function µ : 0, 1  is equal to (2): 
 

µ 1  , 1, 1
0                         , otherwise              

        (2) 

 
Fig. 2 shows an example of the membership function of a 

half-circle fuzzy number: 
 

 
Fig. 2 Membership function of a half-circle fuzzy number 

C. Bacterial-GA Foraging Optimization 
Swarm intelligence is an artificial intelligence technique 

based on the study of collective behavior [22]. Many of the 
algorithms in swarm intelligence are developed based on 
simulating the behaviors of the creatures in the Mother Nature. 
Swarm intelligence is symbolically made up of a population of 
simple agents interacting locally with one another and with 
their environment. Even though there is no centralized control 
structure indicating how individual agents should behave, local 
interactions between such agents often lead to the emergence of 

global behavior.  
Both Bacterial Foraging (BF) [23]-[25] and Genetic 

Algorithm (GA) [24], [26] are well-known popular algorithms 
for solving optimization problems. BF simulated the life cycles 
and the foraging behaviors of bacterial, which are called E. coli, 
to solve the optimization problems, and GA uses chromosomes 
to represent the solution sets in the algorithm. However, these 
algorithms still have their own weaknesses on finding the 
solutions due to the characteristics of their own evolutional 
models. In 2000, Kevin M. Passino proposed the idea of BF 
[24] for solving optimization problems. The framework of BF 
was based on parroting the behaviors of bacterium, i.e., the way 
they search nutrients, evade noxious environments, and the 
moving circumstance. By way of imitating the existence of the 
bacterium, the optimization problem can be solved. 

Chen et al. proposed Bacterial-GA Foraging [27] in 2007. 
According to their observation, they noticed that BF has higher 
local search ability than GA, but it is poor in global search 
while the solution space is huge. On the contrary, GA performs 
high capacity on global search, but it is difficult for GA to 
pinpoint the global best solution. Hence, they designed a hybrid 
structure to combine these two algorithms and utilized it to 
solve problems in optimization. The flowchart of Bacterial-GA 
Foraging is shown in Fig. 3. 

Assume that we are going to minimize the output of a 
D-dimensional fitness function. The solution in the solution 
space can be denoted by (3). 

 
 , , , … ,                         (3) 

 
where  is the coordinate of a solution in the solution space in 
the D-dimensional solution space, and  stands for the value on 
the corresponding dimension. Thus, the operation of 
Bacterial-GA Foraging can be depicted as follows: 

 Initialization: Randomly spread the bacteria into the 
solution space by randomly assign values for the 
coordinates in (3). 

 Evaluation: Evaluate the fitness values of the bacteria by 
the fitness function designed by the user. Since we’re now 
minimizing the output of the fitness function, the artificial 
agent with the smallest fitness value stands for the near 
best solution in this iteration. 

 Movement (Tumbling/Swimming): Every bacteria in the 
population will tumble once, and the bacteria, which have 
better fitness values after the tumble process, will further 
go into the swimming process under the swim length 
limitation . The tumbling process is operated by (4) 
 

1, , , ,         (4) 
 

where , ,  and  are the indices of the bacterium, the 
chemo-tactic step, the reproduction step, and the 
elimination-dispersal event, respectively.  is the maximum 
step size for the bacterium to move, and  denotes a random 
variable vector in the range of [0, 1]. Swimming process takes 
exactly the same operation as tumbling. It takes place in the 
iteration when the trigger condition is satisfied. In addition, the 
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maximum repeat of swimming process is limited by .  
 

 
Fig. 3 The flowchart of Bacterial-GA Foraging 

 
 Selection: According to the selection rate, part of the 

chromosomes will be eliminated, and the other part of 
them will be kept. There are lots of methods to select some 
chromosomes to keep. And the most popular ways are 
random selection, roulette wheel selection, and essential 
selection. 

 Crossover: This step forces the chromosomes to exchange 
the information they carried to the others via switching the 
information on parts of the dimensions. The popular 
crossover methods are one-site crossover, and two-site 

crossover. 
 Mutation: According to the mutation rate, several 

chromosomes will be selected from the population, and 
then randomly change the value of parts of the dimensions. 
This will give the population a larger chance to generate 
new species. For optimization, it is a chance to get an 
abrupt evolution. 

 Reproduction: In the process of reproduction, the whole 
population will only keep half of the bacteria, which 
perform better healthy values, and directly reproduce them 
to replace the bacteria with worse healthy values. 

 Elimination: When the reproduction times exceed the 
limit which user defined, the elimination-dispersal even 
takes part in the process. This process eliminates the 
bacteria with probability, if a bacterium is eliminated, a 
bacterium, which fits in with the initial conditions, is 
generated to replace the eliminated one. 

III. OUR PROPOSED METHOD 
To employ swarm intelligence methods solving problems of 

optimization, a fitness function is required at the first beginning. 
The fitness function is the mathematic representation of the 
evaluation condition for the target problem. In our design, 
we’re going to use Bacterial-GA Foraging to find a common P 
matrix, which satisfies the condition listed in (5): 

 
0             (5) 

 
where 0 and , 1,2, … , . 

According to Hsiao et al.’s report [14], the equilibrium point 
of a closed-loop fuzzy system is asymptotically stable in the 
large, if there exists a common positive definite matrix P, which 
satisfies (5). 

The objective of our proposed method is to choose the proper 
common matrix P for the half-circle membership functions 
which satisfy (5). An example is given as follows: Consider a 
nonlinear system described by (6) [13]: 

 
29 0.5             

3 12 0.5
    (6) 

 
Step 1. We establish a T-S fuzzy model for the above system 

and the nonlinear system (6) can be approximated by the 
following fuzzy models: 

 
Rule 1: IF  is , THEN ; 
Rule 2: IF  is , THEN ; 

 

where  , 29 1
3 12 , 

29 0.5
3 12.5 , 0

1 , 0
1 . The half-circle membership 

functions for Rule 1 and 2 are plotted in Fig. 4. 
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Fig. 4 The membership functions of HCFN 

 
Step 2. Utilizing Bacterial-GA Foraging to find the common P 

matrix, which satisfies the stabilization condition listed 
in (5). The fitness function in our design is a Boolean 
combination of two conditions. Since the stabilization 
condition has two requirement, the fitness function is 
designed in (7): 

 
α β                                    (7) 

 
where  denotes the fitness value, and  stands for the AND 
operation in Boolean logic;  and  come from (8) and (9). 
 

α 1,  if 0
0,  otherwise                                                         (8) 

β 1,  0        
0,  otherwise                                      (9) 

IV. DISCUSSION AND CONCLUSION 
In this paper, we use Baterial-GA Foraging algorithm to find 

the feasible solutions of the common P matrix, which satisfies 
the stabilization conditions for the fuzzy controller. One of the 
conventional ways to find the common P matrix is utilizing the 
Linear Matrix Inequalities (LMI) tool. As the same as the 
swarm intelligence methods, the LMI requires the recursive 
computing. The LMI reports one solution for the corresponding 
input system parameters at last. However, the swarm 
intelligence methods, like the Bacterial-GA Foraging, we use in 
this study has the capacity to report multi feasible solutions at 
once. 

On the other hand, both the HCFN and the triangular fuzzy 
numbers are easy to use in the fuzzy controllers. In this paper, 
we choose HCFN to be the membership function. In the future, 
we plan to employ the swarm intelligence algorithms in the 
fuzzy controllers with the triangular membership functions, as 
well. The result is predicable to be positive. 
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