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Prediction of Road Accidents in Qatar by 2022

M. Abou-Amouna, A. Radwan, L. Al-kuwari, A. Hammuda, K. Al-Khalifa

Abstract—There is growing concern over increasing incidences
of road accidents and consequent loss of human life in Qatar. In light
to the future planned event in Qatar, World Cup 2022; Qatar should
put into consideration the future deaths caused by road accidents, and
past trends should be considered to give a reasonable picture of what
may happen in the future. Qatar roads should be arranged and paved
in a way that accommodate high capacity of the population in that
time, since then there will be a huge number of visitors from the
world. Qatar should also consider the risk issues of road accidents
raised in that period, and plan to maintain high level to safety
strategies. According to the increase in the number of road accidents
in Qatar from 1995 until 2012, an analysis of elements affecting and
causing road accidents will be effectively studied. This paper aims to
identify and criticize the factors that have high effect on causing road
accidents in the state of Qatar, and predict the total number of road
accidents in Qatar 2022. Alternative methods are discussed and the
most applicable ones according to the previous researches are
selected for further studies. The methods that satisfy the existing case
in Qatar were the multiple linear regression model (MLR) and
artificial neutral network (ANN). Those methods are analyzed and
their findings are compared. We conclude that by using MLR the
number of accidents in 2022 will become 355,226 accidents, and by
using ANN 216,264 accidents. We conclude that MLR gave better
results than ANN because the artificial neutral network doesn’t fit
data with large range varieties.
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1. INTRODUCTION

N the world, 1.2 million people die because of traffic

accidents each year. For that reason, most of the developed
countries design and implement deferent strategies and
different scales to reduce the road accidents by using
education, and engineering. To have safe roads and to reduce
the scale of road accidents, we need to know the safety level
of the road and the most affecting variables in the road.

The number of road accidents can be predicted by Accident
Prediction Model which is a mathematical formula describing
the relation between the safety level of existing roads (i.e.
crashes, victims, injured, fatalities) and variables that explain
this level (road length, width, traffic volume). Traffic volumes
and road lengths (km) are the most important descriptive
variables in an accident prediction model.Accident prediction
models are command to research organizations to develop
basic accident prediction models for applicable road type.

In 2010, Qatar had the world's highest GDP per capita. The
ongoing increases in production and exports of liquefied
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natural gas, oil, petrochemicals, and related industries are the
main reason for this rapid growth. Qatar National Vision 2030
builds a bridge from the present to the future. It aims to
provide a high standard of living for all people in Qatar for
generations to come. Qatar is involved in a program of
infrastructure investment to upgrade roads, utilities, railways
and related services in response to the country’s growing
economy and population.

The discovery of oil around the middle of the last century
has changed many aspects of life in Qatar. There was an
increase in immigration and population, with a corresponding
increase in vehicle numbers accompanied by rapidly
expanding road construction programs. Unfortunately patterns
of behavior did not change so rapidly, with behaviors rooted in
traditional cultures mixed together with the Western culture.
The result has been a large increase in the number of road
traffic accidents with casualties and fatalities creating a
serious public health problem. This problem drastically needs
targeted research in order to identify methods of reducing
accidents and fatalities. Road safety has been given high
priority for some years in Qatar through extensive safety and
awareness campaigns and more aggressive law enforcement,
which over the last three years has helped reduce fatalities to
their lowest mark in two decades. But road accidents
involving at least one vehicle and resulting in damage and
injury have been increasing for the last five years as
population growth has led to more congested roads. While the
2008 fatality rate of 15.9 deaths per 100,000 people is a fair
national result for Qatar, it is still markedly higher than the
average for high-income countries [8].

Many applicable methodologies can be used to predict the
number of road accident however the most applicable ones
that best fit the existing data are the multiple linear regression
and the artificial Neural Network model. The models are
implemented and the findings are analyzed.

II. THREE MAIN FACTORS MODELING

In order to be able to build a model that best fits the
collected input data, the entire data should normalized. The
data points of each factor have different ranges that don't
coincide with any other range factors. Standardization had to
be implemented to achieve data points with unified ranges. All
data ranges lie between -1 and 1. The data of each factor were
first sorted ascending independently, the smallest rank had a
value of -1 and the largest had a value of 1. Each data point
among the smallest to the largest value was subtracted from
the least value, divided by the whole range average, and the
ratio was subtracted from 1. The obtained values are larger
than -1 but less than 1. All factors data points have similar
ranges. Minitab software package is used to insert the
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standardized data points of the three main factors (i.e.
population estimate, number of driving licenses, and number
of vehicles). A command of building a linear regression model
was requested to construct a prediction model that best fit the
entire data points. The attained model was used to validate and
verify the output results of the original system [1].

III. USINGTHREE MAIN FACTORS TO PREDICT THE NUMBER
OF ROAD ACCIDENTS

The three main factors (i.e. Number of vehicles, population
estimate, and number of driving licenses) selected based on
the previous studies were standardized and implemented in
Minitab. The study uses cross-sectional data for 16 observed
data points (i.e. recorded data from year 1995-2010. We have
one dependent variable, number of road accidents, and three
independent variables, number of vehicles, population
estimate, and number of driving licenses.

Fig. 1 shows the output for this regression analysis. The
Minitab gives the regression equation, as well as the
coefficients, T statistic for each coefficient, and the
corresponding P-value by which the significance level of each
coefficient can be evaluated. A notice is that, while the F
statistic level of significance was at the 100% level (indicating
the overall model is significant), the Adjusted R-square value
of 96.7% indicates the model accounts for about 97% of the
response variable variation [4].

Regression Analysis: RA versus NV, PE, NDL

The regression equation is

Fi = 0.113 + 0.111 NV + 1.91 PE - 0.982 NDL

Predictor Coef &E Coef T P

Constant 0.11306 0.04104 2.75 0.017

v o.1108 o.zozz 0.55 0.594

FE 1.9054 0.3341 5.70 0.o000

DL -0.9819 0.3740 -Z.&63 0.022

S - 0.138735 R-Sq — 97.3% R-Scladi) - 96.7%

Analysis of Variance

Source oF EE] F 2

Regressicn 3 S2.4835 zZ.S278  l46.9z  0.000

Residual Error 12 0.2310 0.0192

Total 15 ©.7144

Source DF  Seq S5

o 1 7.1958

FE 1 1.15s50

NDL 1 D.1327

Tnusual Obserwvations

Ohs v A Fit SE Fit Residuaal St Resid
13 0.14 0.6881 0.3827 0.0536 0.3054 2.39R
E dencotes an cbservation with a large standardized residual.
Predicted Values for New Obserwvations

Mew Obs Fit SE Fit 95% CT 95% PT

1 0.9700 0O.1805 (0.5768, l.3633) (0.4741, 1.4660)30<

>4 denotes a point that is an extreme outlier in the predictors.

Fig. 1 Output results of manipulating linear regression to three factors

IV. PREDICTION OF NUMBER OF ROAD ACCIDENTS BASEDON
THE CLASSIFICATION OF THE MAIN FACTORS

The concepts and principles developed in dealing with
simple linear regression discussed above may be extended to
deal with several explanatory variables, Therefore the study is
expanded to include eight factors, which are number of
vehicle driving license for female and male, truck driving
license for male, construction driving license for male,

motorbikes driving license for male, number of vehicles, and
population estimate for female and male.

The decision-making process for a hypothesis test can be
based on the probability value (p-value) for the given test. If
the p-value is less than or equal to a predetermined level of
significance (a-level), then reject the null hypothesis and
claim support for the alternative hypothesis. If the p-value is
greater than the a-level, you fail to reject the null hypothesis
and cannot claim support for the alternative hypothesis.

In the following ANOVA table in Fig. 2, the p-value
(0.000) of the model provides sufficient evidence that the
factors affecting the number of road accidents are different for
at least one of them when a is 0.05. In the individual 95%
confidence intervals table, notice that none of the intervals
overlap, which supports the theory that the means are
statistically different.

The ANOVA table does not have the F-critical value
obtained from the F table, but we do have the P-value, which
is 0.000, therefore less than the critical value of 0.05. So we
must reject the null hypothesis and conclude that at least one
independent variable is correlated with the dependent variable.
The P-values are the results of hypotheses testing for every
individual coefficient. The tests will help determine if the
variable whose coefficient is being tested is significant in the
model, i.e., if it must be kept or deleted from the model. The
P-value is compared to the a level, which in general is equal to
0.05. If the P-value is less than 0.05, we are in the rejection
zone and what conclude that the variable is significant and
reject the null hypothesis. Otherwise, the null hypothesis
cannot be rejecting. In the obtained results from Minitab
displayed below, all the P-values are greater than the 0.05
except for “DLCM, NV, PEF, and PEM” which are 0.02,
0.022, 0.022, and 0.001 respectively. So those factors are the
mostly independent variables that are significantly correlated
with the dependent factor “Number of Road Accidents". The
coefficient of determination is defined as the proportion in the
variation of the response variable that is explained by the
independent factor. But taking into account sample sizes and
the degrees of freedom of independent factors it is
recommended to assure that the coefficient of determination is
not inflated. The formula for the adjusted coefficient of
determination is determined by the following equation. From
the obtained results by Minitab, the coefficient of
determination is 99.4%, this means that about 99% of the
original uncertainty is described by the built model.

n—1

AdjR? =1—-|(1-R?>)————
j ( )

where k is the number of independent factors, which is eight.
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The regression equation is
Ri = - 0.0430 - 0.005 DLVF - 0.207 DLYM + 0.827 DLTH - 0.926 DLCH - 0.132 DLEM
+ 0.596 N¥ - 1.33 PEF + Z.21 PEM

Predictor Coef  SE Coef T v \
Constant  -0.04208 0.05615 -0.77 0.469

a.
DLVF -0.0053 0.5235 -0.01 0,332 H
DLW -0. 2069 0.3576 -0.58 0.581 Regre'SSIOH
DL TH 0.8275 0.4651 1.78 0.118 Equatlon
DLCI -0.9284 0.3086 -3.01 0.020
DLEI -0.1320 0.5701 -0.23 0.824
LiKs 0. 5956 0.2024 Z.94 0.0z22
PEF -1.3286 0.4540 -2.93 0.022
PEIN 2.2145 0.4000 5.54 0,001
5 - 0.08883 R-Sq - 99,45/ R-Sqiadi) - 99.6%
[analysis of Variance
Source oF EE ns F P
Regression § G§.6592 1l.0824 137, 0.000
[Residual Error 7 0.0552  0.0079
Total 15 8.7144 Coefficient of
determination

Source DF  Seq 3%
DLVF 3168
DLW o0ss
b1 0044
pLcH 0194
[DLEM o003
LiKs o014
PEF 0864
FEN 2419

o e e e e e
cooooooo

Fig. 2 Output results of manipulating linear regression to eight factors

The obtained results from the Minitab validate the model,
since it gives an output results matching and reasonably close
enough to the real output. The predicted value from
implementing the regression model for year 2011 is 194693
road accidents, in which the real observed value was 216380
road accidents in the same year. This perceives of
approximately 90% accuracy in the model system is reflecting
reality and operating as the original system. Therefore, this
obtained model is verified and used to predict the number of
road accidents in year 2022. The following sections illustrate
the analysis and prediction of each factor used to predict the
number of road accidents in 2022 [5], [2].

V.FACTORS CORRELATION WITH THE NUMBER OF ROAD
ACCIDENTS

The following is a graphical display of each independent
factor with the number of road accidents in the specified time
period. Each factor is plot versus the number of road
accidents, while all other factors are held constant. The graphs
are displayed in one plot for the ease of interface.

Scatterplot of RA vs DLVF, DLVM, DLTM, DLCM, DLBM, NV, PEF, PEM
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Fig. 3 Factors correlation with the number of road accidents

From the graph, all factors have positive correlation with
the number of road accidents. As the value of the independent
factor increases, the number of road accidents in a specified
period also increases. This positive, direct proportion doesn’t
follow a constant increasing trend each with a different

relative ratio.

VI. PREDICTING THE FACTORS BASED ON THE TOTAL
POPULATION ESTIMATE

The factors are interred correlated with others; a certain
trend of one factor is proportional to another. In this section
we have predicted the factors based on the total population
estimate. The observed values of the total population estimate
and each factor were standardized; the ratio was calculated
(the standardized value of the factor over the standardized
value of population estimate) and plotted against the
sequential number of years.

Ratio
08 v= 0.0?BIn(xJ +0547
0.7 R*=0.9573
ot W
05
04 4 Ratio
03 Log. (Ratio)
0.2 1
01 -+
o - . . .
0 5 10 15 20 25 30

Fig. 4 Obtained results of plotting the ratio versus the std. DLVF

Ratio
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084 R*=0.9072
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Fig. 5 Obtained results of plotting the ratio versus the std. DLVM

Ratio
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Fig. 6 Obtained results of plotting the ratio versus the std. DLTM
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Ratio
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Fig. 7 Obtained results of plotting the ratio versus the std. DLCM
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Fig. 8 Obtained results of plotting the ratio versus the std. DLBM

VII. PREDICTION OF ROAD ACCIDENTS IN QATAR 2022

The following output displays the obtained results; the built
model indicates high value of the r-square, which in terms
illustrates that the model is strong. Another good indication of
the model validity is the model p-value, which is very small
(i.e. approaching zero).

Regression Analysis: RA versus DLVF, DLVM, DLTM, DLCM, DLBM, NV, PE

The regression emuation is
RA = - 0.0104 - 0.694 DL¥F - 0.924 DLVM - 0.118 DLTH - 0.419 DLCH + 0.83 DLBM
+ 0.0892 NV + 2.21 PE

The fitted value obtained by Minitab which is 2.5979 was
converted backward with the same equation used for
standardization, and the number of road accidents in 2022 was
predicted to be 355,226 road accidents.

Obs  DLVF R4
11 -0.84 -0.3948

Fit 5E Fit PResidual &t Resid
-0,12%2 0.0554 -0, Z656 -Z.35R

E denotes an obserwvation with a large standardized residual.

Predicted Values for New Obszervations

Hew Ohs Fit 3E Fit
1 2.537% 0.3594z2

95% CI
{1.7060, 3.4897)

95% PI
{1.6503, 3.5455)X¢

¥¥ denotes a point that is an extreme outlier in the predictors.

Valuez of Predictors for New Observations

HNew Obhs DLVF DLVM DLTM DLCM DLEM v PE
1 1.92 1.38% 1.38% 1.15 l.23 2.21 2.09

Fig. 10 Observations

Plotting the residuals against the fitted values is one of the
standard techniques introduced to check the assumption of
homogeneity of variance. It is illustrated here with thedataset.
The standardized residuals were used rather than raw residuals
for these model checking plots, as they are easier to interpret.
The Normality of error may be examined by plotting a
histogram of residuals or a Normal order plot. Normal Order
plots allow a more quantitative assessment of the Normality of
the distribution of residuals. This method will first of all be
described with some normally distributed residuals. The
residuals in following histogram plot appear to be normally
distributed.The residuals can also be plotted against the fitted
values. This technique is used as a means of checking for
homogeneity of variance. The residuals show increasing and

Predictor
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DLTH

DLCH

DLEN

nv
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% = 0.141605

knalysis of Variance
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Residual Ere
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DLYF
DLVM
DLTHM
DLCM
DLEM
nr

PE

b e

Coef
0.01039
-0.6945
-0.9243
-0.1178
-0.41594

0.834
0.081s
z.zllz

R-3y

LF

2

oL 8
1le

Seq 53
3.2421
0.0766
0.0000
0.1050
0.0137
0.0047
0.1787

SE Coef
006598
0.8496
0.4565
0.7155
0.4z247

1.085
0.2588
0.7407

= 95.2%

a5
8.6208
0.1805
8.8013

T

-0.82
-Z.0zZ

-0.99
0.77
0.35
2.99

R-3y(ad]) = 96.7%

M3

0.878
0.435
0.074
0.873
0.349
0.482
0.732
0.015

F

P
.3744 68.54 0.000
.0z201

Fig. 9 RA vs DLVF DLVM DLTM DLCM DLBM NV PE (a)

decreasing variance with the fitted values. The plots indicate
consistency with the earlier assumptions.

Residual Plots for RA
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Residual Observation Order

A prediction interval refers to a specific point. The aim of
this part is to predict the fitted value, with 95% confidence, for
the number of road accidents in2022. This is done as an extra
option of the previous analysis, producing additional output.

Fig. 11 Residual Plots for RA (a)
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VIII.PREDICTION OF ROAD ACCIDENTS IN QATAR 2022 BY
USINGNEURAL NETWORK

Starting with building a model and training the Neural
Network: The idea of the Neural Network is that it needs to
see enough values to be trained the more data given to the
Neural Network the better results it will achieve. An objective
function is specified which is a measure of how closely the
outputs of the network match the target outputs in the training
set of data [3], [7].

The output values of the network after training were close
to the observed values of road accidents over the past 16 years
as shown in the figure below.

° 20000

= 15000 F

g

< 10000

g 5000 - ——Qut
o 0 —s— Model
© A NMOoO N HNM

© NN D>NO N

S —

o]

o« Number of months

Fig. 12 Fit of output values of ANN to the observed values

After training the network Neural Works Predict (Test)
automatically integrates all the components required to
effectively solve prediction and classification problems.

The Training Complete dialog shown in the figure above
represents a summary of network attributes and performance
statistics for the model when it is run with the Train and Test
sets.The specific content of the Training Complete dialog box

corresponding predicted output values generated by the model.
A large R value indicates a higher correlation which means a
better model. Comparing the Train and Test sets highlighted in
the above figure, the relatively small differences between
values (0.9982 and 0.9946) suggests that the model
generalizes well and that it is likely to make accurate
predictions when it processes new data. Hidden Units are the
total number of hidden processing elements that the network
may contain. The number of hidden points in the Training
dialog box are acceptable since it’s not very high to extremes
and also not very low.

The reason for building any model is so that output values
can be accurately predicted when a new data record is
processed by the model. Using the monthly value of each
factor in 2022 the predicted value equals 18022.04.

The predicted value is the value for each month,
multiplying the value by 12 gives 216264 which is the value
of road accidents in 2022. This value is close to the value of
the network output in 2011 which equals 216540. The reason
for this is that the test record shown in the above table
contains values that are larger than the largest corresponding
value in the training data. Internally, the Predict engine does
not scale extreme values; the model can accommodate some
values that are outside the range of training data, but not
values that are extreme. Input6 provides the greatest relative
influence on the model as the highest value in the trained data
was 149345, so the effect of an outlier is magnified. We
conclude that the ANN needs to be trained with values close to
those needed to predicted, it could be more applicable to use
the ANN to predict for 2011 since the range of the values will
not vary much than those used to train the network (i.e. 2010).

IX. COMPARING NEURAL NETWORK AND LINEAR REGRESSION

depends on the type of model; however, for the prediction 20000
model built for this project, the following information is
- 15000
displayed.
10000 — O
MNetwork Elapsed Times
Prediction Partitioning Data | DO:ODIO0.00 [HHiMM:SS.55] 5000 - ode
Qutput(s) 1 Analyzing Fields | 00:00:00.00 [HH:MM:SS.55]
Hiddlen Unités) | 10 Selacting Variahles and Training | 00:00,00.00 [HH:MM:SS 55] 0
Input(sy| 23 Evaluating Model [ 204 Records ]| O0:00:00.08 [HH:MM:SS.s5] — O NOOMNOINN F — O
NN WOWWOONMLIN®
ot R 4wy Abs Max Abs RMS Ao A
{
[ Train ] 0.9952 235.8 1050.2 329.3 1
[ Test ] 0.9946 328.5 2441.6 572.3 1
il | |
What would you like to do? " Run the Model L{sing data in the Workshest,
(" Return to Excel,

Fig.13 Normal probability plot of regression model

The most important and useful metrics for a prediction

model are usually the R (person R) value. The R value
indicates how close one data series is to another. In this case
the data series are the actual output values and the

Fig.15 Normal probability plot of regression model
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The two figures illustrate the accuracy of the prediction of
each method. It’s clearly obvious that the Neural Network
predicted values are closer to the observed values; however,
that doesn’t mean that the regression model is not able to
accurately predict. Unlike the regression model the Neural
Network is able to follow the trend of the data since it is not
linear [6].

The following table shows the R value for each of the
methods, the higher the value of R the better the model is.

TABLEI
R VALUE FOR BOTH METHODS

Method Neural Network Linear Regression

value ofR 0.9946 0.975

It is clear that the Neural Network model is better in terms
of R value; therefore, it gives better result for road accidents in
2011, the value equals 216540 which is very close to the
observed value in 2011 (216380), on the other hand the
regression model predicted value for 2011 equals 194232
,although the number is not far from the observed value ,the
Neural Network is a better method to predict for 2011 since it
follows the trend of the data; however, the Neural Network
will always give values close to the values used to train the
network ,therefore it’s more preferable to use the regression
model to predict for 2022.

X.CONCLUSION

Traffic accidents are greatly concern for all members of
society, and became one of the most important problems that
drain the material and human resources, traffic accident
usually caused by damage and injuries, ranging from minor to
property and vehicles serious to result in death or permanent
disability.

The main objective in this study was to predict the number
of road accidents in year 2022. To sum up what is done in this
report, first different studies were done about traffic safety and
prediction of road accidents from different countries. The
methods used to predict road traffic accidents are multiple
liner regression models and the artificial neural network. Then
the used methods were explained in details with input and
outputs parameters and the interaction between the data.
Finally findings and analysis were described in details in order
to check whether the erected model by the collected input data
gives an output results that significantly match the observed
real life outcomes.
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