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Abstract—This work presents a proposal to perform contextual 

sentiment analysis using a supervised learning algorithm and 

disregarding the extensive training of annotators. To achieve this 

goal, a web platform was developed to perform the entire procedure 

outlined in this paper. The main contribution of the pipeline 

described in this article is to simplify and automate the annotation 

process through a system of analysis of congruence between the 

notes. This ensured satisfactory results even without using 

specialized annotators in the context of the research, avoiding the 

generation of biased training data for the classifiers. For this, a case 

study was conducted in a blog of entrepreneurship. The experimental 

results were consistent with the literature related annotation using 

formalized process with experts. 

 

Keywords—Contextualized classifier, naïve Bayes, sentiment 

analysis, untrained annotators.  

I. INTRODUCTION 

CCORDING to Internet World Stats [1], the internet 

usage has grown more than 500% between years 2000 

and 2012. Along with that came web 2.0, which gave a power 

of unprecedented sharing of information and opinions to 

Internet users. These facts, today, can be represented by the 

large scale usage of social media and blogs, which, as shown 

by Nielsen Company [7], dominate about 10% of the time 

spent on the Internet. Such user-generated content has been 

analyzed from a social and content-oriented point of view 

[20]. The social network analysis techniques can work, for 

example, identifying the polarity of opinions in user comments 

for rating movies [19]. This technique is called sentiment 

analysis which is formally defined by Liu [13] as the 

evaluation of opinions, assessments, attitudes and emotions 

before entities, individuals, specific topics, events and their 

attributes which indicate positive or negative feelings. 

Sentiment analysis finds use in various sectors of the 

consumer market, such as product evaluation, discovery of 

their attitudes and consumer trends to strengthen marketing 

campaigns, find opinions about hot topics or review movies. 

Within the context of use of the sentiment analysis, there 

are a large number of opinions available, and since these have 

to be labeled (such as negative, positive or neutral). Given 

this, is true that a solution to optimize sentiment analysis is to 

use machine learning techniques, more specifically, 

supervised learning algorithms. Remember that to use 

supervised learning techniques is necessary a corpus 
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consisting of manually annotated sentences for a given 

context. This process is usually carried out by trained 

annotators in the context analyzed, as can be seen in Wilson 

[27]. However, one factor to be emphasized here is that the 

time to train annotators can be high (Wilson [27] used a period 

of four years). 

This paper attempts to validate the hypothesis that it is 

possible to increase the efficiency of a classifier for sentiment 

analysis from data provided by untrained annotators that 

produce inputs contextualized. In order to achieve this goal a 

web platform, denominated “Analisador de Sentimentos” 

(Sentiment Analyzer), was developed to perform the entire 

case of study with entrepreneurship blog to assess the trend 

that blogs authors of article have to express sentiment in their 

posts. The procedure followed can be described with four 

main steps: 

1) Collect data 

2) Initial evaluation of blogs posts 

3) Creation of a corpus using untrained annotators 

4) Final evaluation of blogs posts 

The remainder of the paper is organized as follows. Section 

II will introduce related works in sentiment analysis. Section 

III will describe the methodology used, covering the web 

platforms pipeline of execution and the automated process of 

annotation. Section IV will discuss the results obtained. 

Finally, Section V will conclude this paper. 

II. RELATED WORK 

This section briefly surveys previous work on sentiment 

analysis. 

One area of research is the evaluation of reviews of movies 

or products. In this context it is possible to find works such as 

Kim and Hovy [14], which used a maximum entropy model 

and features with lexical structures and position to extract pros 

and cons from online reviews. Liu et al. [12] present a system 

for automatic summarization of reviews. They capture the 

characteristics of the products and identify whether the 

sentences are positive or negative about them. A similar 

research could be found in Kushal [8]. 

Some techniques also take into account a set of words with 

the semantic weight and use a dictionary, like WordNet [5]. 

New words generated from the synonyms found in dictionary. 

Liu et al. [12] used this technique. This idea of using a small 

set of words and expand vocabulary through a dictionary was 

suggested by Turney [22]. A similar work can be found in 

Bergler [6]. 

In general, machine learning techniques are fairly 

widespread in sentiment analysis. Researchers Pang and Lee 
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[19] make a comparison among three different algorithms: 

maximum entropy [16], support vector machine (SVM) [9] 

and Naive-Bayes, using a diverse set of features. Among the 

main contributions of this work are finding that feature 

presence is more important than feature frequency and 

improves accuracy if all the frequently occurring words from 

all parts of speech are taken. 

There are also approaches for unsupervised algorithms. 

Turney [21] seeks to identify the semantic orientation of a 

phrase using PMI-IR. Guidance is given by comparing the 

words with a positive reference, the word “excellent”, and a 

negative reference, the word ”poor”. The mutual information 

is computed using statistics gathered by the search engine. 

Importantly, as the search engine used by the researcher is no 

longer available, it is difficult to replicate this technique. 

It is important to mention researches developed using 

annotators to produce labeled information. Within this context, 

we find Wiebe [23], [26] that describes a process of manual 

annotation of opinions, emotions, sentiments, speculations, 

evaluations and other private states in language. Bermingham 

[17] built a corpus based on capturing information from web 

and removes the noise. He used 7 annotators to label the 

captured data. He also conducted a sentiment analysis binary 

(i.e., classifying sentences into positive or negative) and 

ternary (adding the neutral category). The researcher obtained 

better results with binary classification. The work that 

probably comes closest to the research presented in this paper 

is from Wilson [27]. The researcher used formal training 

method for annotators, where they passed two levels of 

training, one to learn how to manually annotate to annotate 

and the second using the tool GATE. Her research presents 

data as identification of anchors in text, differences between 

objective and subjective annotations of texts and identification 

of intensity of private states. 

III. METHODOLOGY 

As described in the introduction, the methodology applied 

in this paper presents four steps: data collection, the initial 

evaluation of the data, creating a new database and new 

classifiers and a final evaluation of the results presented by all 

classifiers generated. The first step consists in capturing the 

contents of the entrepreneurship blog to be studied and storing 

this in the database of the Sentiment Analyzer. The second 

stage receives the content captured in the previous and 

performs inferences about the polarity of all the sentences. 

This activity is done with a generic classifier. All assessment 

performed is stored in the database. These first two steps 

represent a macro process called initial data classification 

which will be described subsequently.  

Later, we selected a fraction of the collected database to be 

analyzed by untrained annotators, which produce relevant 

inputs to the generation of files that will feed the new 

classifiers. After this step, all the new classifiers and the 

generic classifier will be used to analyze the training base so 

that their accuracies are compared and studied. These steps 

constitute the second macro process called annotation and 

final data classification. 

A. Initial Data Classification 

This process aims to get the blog's articles and provide 

classification for them using a default classifier, trained with a 

non-contextualized corpus (Fig. 1). The capture of blog data 

was performed using the web scraper module of the Sentiment 

Analyzer. The web crawler acts in a non-recursive way in blog 

pages. It takes as input the root URL and the number of pages 

that must be captured and produces as output a set of URLs of 

the blog articles section for Startups. The web scraper extracts 

the articles content that exists in the URLs gotten by crawler. 

Importantly, this component performs cleaning filters in text, 

which removes images, videos, javascript codes and 

advertising inserted within the text. The data captured in step 

described will be used throughout the study performed in this 

research.  
 

 

Fig. 1 Scheme for first process of the Sentiment Analyzer 

 

 To select the features that would be evaluated by the 

classifier, a study was done with a few basic phrases collected. 

This study aimed to identify the factors that impact on the 

polarity of the sentences. The six sentences below will be used 

as examples. They were extracted from the generated database 

of articles. 

1) "Skit is an iOS app that allows you to import images [...] 

on the Internet and string them together into fun little 

animated cut-out movies [...]" 

2) "We’re thrilled to have him on the team." 

3) "But the data behind an experiment can be so messy" 

4) "In a statement, Tom Impallomeni, CEO of Swapit, adds: 

'With SuperAwesome we’ve created the biggest kids and 

teens discovery platform in the UK which is safe, 

compliant and effective' " 

5) "Until we can zap Bitcoins to the cashier at Arby's, we're 

not really living in the future" 

6) "And yes, the writing on English-language blogs can be 

pretty rough, too" 

The division of sentences into elements of sentiment 

analysis [13] shows that all keywords are adverbs, adjectives 

and some prepositions [10], [11], [24], [25]. It is noteworthy 

that these words have a size greater than or equal to three 

letters. Entities are represented by a noun or a pronoun. It is 

also noticeable that elements such as articles or prepositions 

do not contribute to the classification of the polarity of the 

sentences, appearing only as connectors within the text. 

Given this context, it is plausible to use unigrams [15], [18] 

that have size (number of letters) greater than or equal to three 

as features. Thus, the general structure features are: 
 

 
 

 For example, for the phrase “We’ve thrilled to have him on 

team.” the set F of features is: 
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This set of features has the limitation that doesn’t enhance 

the elements that determine the polarity. It only removes those 

that certainly not contribute to polarity. 

The last stage of the algorithm uses Naïve Bayes, to 

perform the classification of sentences. The Naïve Bayes 

classifier [3], [4], [13] previously trained to carry out the 

initial classification of the sentences of the blog. For this, we 

applied the Cornell University’s dataset, called "sentence 

polarity dataset" [2], which contains sentences with positive 

and negative polarities and there is no neutral sentences. It is 

worth highlighting that this basis is not contextualized with the 

topic of startups, so it’s a generic basis. The classifier 

generated in this process will be called generic classifier. It 

was generated so that, in the experiment to be described later, 

the results are compared with those of the new classifiers 

created. 

B. Annotation and Final Data Classification 

The second process aims to classify blogs articles using a 

contextualized classifier, trained with a contextualized corpus, 

created from the data collected (Fig. 2). It starts with a 

selection of non-classified articles from database and then 

these articles are applied to annotators, which can give to each 

articles phrases one of these three sentiment category: 

positive, negative and neutral. 

The annotators are a key part within the second macro 

process. Their importance is given to the extent that is 

necessary to label the sentences collected to develop the 

learning algorithm. The better the annotation process, i.e. the 

more statements are correctly classified, the classifier will be 

more robust. As the annotators are not experts, have the 

tendency to err in the inferences. To work with this factor, 

were used in the experiment several annotators. After 

annotators have reviewed all texts assigned to them, it is 

necessary to analyze the correlation between different 

classifications made for the same sentence. We call such 

activity applying the rule of congruence. As distinct from the 

proposal by Wilson, who trained the annotators in order to 

ensure standardization and assertiveness among them, the 

congruence rule aims to achieve this assertiveness among 

previously untrained annotators. This rule assumes that in 

order to reach that goal, it is necessary that the same sentence 

is annotated by a minimum number of people. For this 

research we used the minimum number of 3 people. The 

congruence between annotations of these people ensures 

standardization and assertiveness desired, in other words, if 

the 3 annotators have classified a sentence with the same 

polarity, then this sentence has this polarity. Conversely, the 

sentences that do not have matching are considered as 

ambiguous polarity. It is worth noting that the approach of the 

congruence rule prevents the evaluation of a sentence is 

skewed with the opinion of one person. 

The output generated by this rule is a set of labeled 

sentences to create training files. These files are used to train 

new Naive Bayes classifiers, which will be referred as 

contextualized classifiers and which are able to classify 

sentences into three polarities: positive, negative and neutral. 

In particular, the neutral polarity can identify three types of 

phrases: 

1) Subjective phrases with neutral polarity 

2) Objective phrases 

3) Textual waste that may not have been eliminated by the 

first process. 
 

 

Fig. 2 Scheme for second process of the Sentiment Analyzer 

IV. DATA ANALYSIS 

A. Experiment 

The initial data collection fed the Sentiment Analyzer with 

180 URLs that contains articles from the entrepreneurship 

blog. These articles had 4563 sentences, which were classified 

by the generic classifier. Fig. 3 shows the distribution of 

positive and negative sentences after inferences have been 

done. All URLs and articles were stored in web platforms 

database. 

After, people were selected to be annotators in order to 

analyze the sentences stored in database. As the articles are 

related to Tech Startups and Business Administration, we 

selected annotators who had expertise in these areas. 

Based on this, all annotators have the following profile: 

1) To be Brazilian and to live in Brazil 

2) Master reading in English 

3) To have experience of at least two years with 

entrepreneurship or business management 
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Fig. 3 Distribution of positive and negative sentences after first 

classification 
 

This profile was intended to ensure that all annotators were 

inserted in the same context and had the same level of skill 

with the English language (being neither an expert nor a 

beginner). Altogether 9 annotators participated in the research, 

which were divided in two groups, Startup 1 with 6 members 

and Startup 2 that had 3 members. Each of the groups play a 

different role in the experiment as will be explained later. It is 

worth highlighting that the annotators have not received prior 

training on how performing their tasks within Sentiment 

Analyzer. To address this factor, it was recommended to all 

annotators that read the tutorial on the web platform. 

Moreover, it is very important to mention that they were not 

trained to identify the polarity of the sentences, because this 

experiment has the assumption that the annotators do not need 

to be specialized in this activity to produce relevant data. To 

group Startup 1 were selected 10 articles to be annotated and 

to group Startup 2 were selected 5 articles to be annotated. 

These 15 articles yielded 439 annotated sentences with 309 

belonging to the Startup group 1 and 130 related to the group 

Startup 2. These 15 articles yielded 439 sentences annotated 

with 309 belonging to the Startup group 1 and 130 related to 

the group Startup 2. All data (number of annotators and 

amount of generated sentences annotated) are significant 

within the context of this paper. Compared to Wilson [27], 

which used three different annotators that annotated 13 

documents with a total of 210 sentences, the amount of data 

produced in this study was larger, indicating that the sample 

used is sufficient to evaluate the subsequent stages of this 

experiment.  

Since annotations were made, the next step was to build the 

training files to generate new classifiers. For this activity the 

database produced by the Startup group 1 was used. It is worth 

remembering that on this basis we used the congruence rule 

cited in section III. Since it was established the first training 

set, consisting of: 

1) A file with 98 positive sentences 

2) A file with 37 negative sentences 

3) A file with 228 neutral sentences 

It is apparent that there is unevenness between the amounts 

of sentences in each of the files. In order to deal with this 

situation and study the influence of sentences that belong a 

given category can impact the outcome of a classifier, were 

created four different training files. The four files are: file non-

balanced, file balanced by filling, file balanced by withdrawal 

and file balanced by both. The first was created from the union 

of simple sentences present in all three files mentioned. The 

second training file was created from the addition of a set of 

sentences (positive and negative) present in the Cornells 

dataset until the number of sentences in each category was 

equal to the number of neutral sentences. The third training 

file is formed by removal of a few sentences of positive and 

neutral unbalanced training file so that the number of 

sentences in each category was equal to the number of 

negative sentences. Finally, the last training file consists of 

merging the two previous approaches so that it does not 

contain the number of sentences arising from generic base 

greater than the number of sentences coming from the 

annotators. The classifiers created receive the same name of 

training files. Importantly, each of the training files created 

generates classifiers that have different results. 

As the classifiers were created, they are tested for accuracy. 

The data produced by startup group 2 were used to conduct 

this analysis. Accuracy is defined as the degree of agreement 

between the inferences made by the annotators and those 

performed by classifiers relative to unambiguous sentences 

produced by the group Startup 2. Table I shows the degree of 

agreement for each of the test articles. 

B. Analysis of Results 

As stated earlier, the main goal of this experiment is to test 

the hypothesis that is possible to generate sentiment analysis 

classifiers that present similar results to that show similar 

results to those created with input from specialist annotators 

using data produced by untrained annotators. Based on Table I 

it’s possible to realize that the generic classifier has a very low 

accuracy on the test articles. This result was expected since the 

distribution of unigrams in the general context of distribution 

is different in context, which means that inferences made by 

the classifier are weak. Moreover, the four new classifiers 

generated have superior results. 

The classifier balanced by filling obtained the worst results 

among the new ones. Despite having been created from 

training files with the same amount of sentences, most of the 

attributes produced from the positive and negative sentences 

comes from the training files from the base of Cornell 

University, i.e., are not contextualized to the theme blog 

entrepreneurship . Given this factor, we can say that when the 

number of sentences not contextualized is greater than the 

contextualized sentences, the classifier produced receives 

negative influence. 

The unbalanced classifier showed the best results. We 

emphasize that this classifier tends to classify sentences as 

neutral, given the greater number of neutral sentences used for 

training in relation to the number of positive and negative 

sentences. The consequence is that were produced more 
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attributes that indicate neutrality in sentences than others. This 

affects the probability calculations classification of the Naïve 

Bayes algorithm. 

 

TABLE I 

 DISTRIBUTION OF POSITIVE AND NEGATIVE SENTENCES AFTER FIRST CLASSIFICATION 

Text Generic Classifier Non-balanced Classifier Classifier balanced by filling Classifier balanced by withdrawal Classifier balanced by both 

Text 1 28.6% 67.9% 32.1% 53.6% 32.1% 

Text 2 50% 80% 60% 40% 40% 

Text 3 19% 71.4% 19% 66.7% 38.1% 

Text 4 6% 73.3% 26.7% 53.3% 26.7% 

Text 5 22.7% 77.3% 50% 63.6% 68.9% 

Average 25.3% 74% 37.4% 55.4% 41.2% 

 

It is interesting to note that the classifier balanced for both 

and the classifier balanced by withdrawal obtained 

intermediate results in relation to the remaining balanced 

classifiers. This result indicates that, the smaller the 

interference of not contextual attributes in the training set, the 

more accurate becomes the classifier within the context of 

application. In particular, when there is no influence of 

contextual attributes, the results are more satisfactory, as can 

be seen from the results of the two best classifiers. 

In contrast to the research produced by Wilson [27], this 

study provides improvements over the model proposed by the 

researcher. It uses the intersections in analysis of untrained 

annotators to generate training data analysis for sentiment 

analysis classifiers. Another factor to be considered is the time 

of implementation of this approach, as this research used two 

months to collect the data of the annotators and continued the 

experiment described here. 

V. CONCLUSION 

This paper presented a framework to work creating 

classifiers sentiment analysis more robust and contextualized 

with minimum effort and time optimized implementation. The 

results show that non- contextual classifiers have low accuracy 

when applied in the texts of entrepreneurship blog. 

Moreover, we used the intersection between views of 

different annotators to produce a consistent basis for training 

Naïve Bayes algorithm. In other words, we used the collective 

intelligence to produce better results. It is worth highlighting 

that this strategy avoids creating classifiers biased by 

subjective view of a person. 

All this research was performed within one web platform, 

Sentiment Analyzer, which is able to perform all procedures 

described in this study and are necessary for proper 

implementation of the framework presented here. 

The experimental results obtained in this study validate the 

hypothesis that classifiers sentiment analysis can become more 

accurate from training with these training files contextualized. 

All new classifiers generated showed better results than the 

generic classifier used as the basis of comparison. 
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