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Abstract—This study is focused on the development of 

prediction models of the Ozone concentration time series. Prediction 
model is built based on chaotic approach. Firstly, the chaotic nature 
of the time series is detected by means of phase space plot and the 
Cao method. Then, the prediction model is built and the local linear 
approximation method is used for the forecasting purposes. 
Traditional prediction of autoregressive linear model is also built. 
Moreover, an improvement in local linear approximation method is 
also performed. Prediction models are applied to the hourly Ozone 
time series observed at the benchmark station in Malaysia. 
Comparison of all models through the calculation of mean absolute 
error, root mean squared error and correlation coefficient shows that 
the one with improved prediction method is the best. Thus, chaotic 
approach is a good approach to be used to develop a prediction model 
for the Ozone concentration time series. 

 
Keywords—Chaotic approach, phase space, Cao method, local 

linear approximation method. 

I. INTRODUCTION 
REATHE and inhale the Ozone (O3) in the air can cause 
dangerous reactions in the respiratory system [1]. Recent 

studies by [2] and [3] reported that O3 pollution increased 
death rate because it leads to various respiratory diseases and 
cardiovascular. Hence, the development of prediction models 
of the O3 concentration time series is important. 

The nature of the time series can be classified into 
deterministic or random. Deterministic time series is 
predictable and random time series is not predictable. Chaotic 
nature is in between the deterministic and random nature [4]. 
Chaotic time series is predictable, however, due to the 
sensitive dependence upon initial conditions, then, for the 
chaotic time series, only short-term prediction is allowed [5]. 
There are various approaches that have been used by previous 
studies to test whether O3 time series is chaotic or not. Using 
the method of correlation dimension, entropy and Lyapunov 
exponent [6] found that O3 concentrations are chaotic. 
Recently, [7] using the correlation integral method for 
detecting the chaotic nature of O3 time series at different 
temporal scale. Phase space plot and Cao method [8] are also 
able to classify the nature of the time series. However, this 
method has never been used on O3 time series although both 
have been proven effective over time series such as suspended 
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sediment concentration, traffic flow and earthquakes [9]–[11]. 
Therefore, in this study, the phase space plot and Cao method 
are used on O3 time series. 

In previous studies, O3 time series is often predicted using 
neural network and multiple linear regressions [12], [13]. 
Prediction process through both methods are dependent on 
meteorological factors such as water temperature, humidity, 
solar radiation and wind speed and gaseous factors such as the 
precursor gases of methane, carbon monoxide (CO) and 
nitrogen oxide (NOx). However, if the information of those 
factors is not sufficient, an alternative method is needed to run 
the prediction. Therefore, in this study, local approximation 
method, a method based on chaotic approach is used. This 
method has its own advantages as O3 prediction process is 
done simply by using data from O3 time series only, without 
involving data from other factors. Local approximation 
method has been used by [14] to predict hourly O3 time series 
and [15] to predict the daily average of O3 time series. Both 
studies yielded very satisfactory prediction. Therefore, in this 
study, O3 prediction is also carried out using local 
approximation method. There is various sub method of local 
approximation method. However, the latest and most 
commonly used is the local linear approximation method. 
Thus, this method will be used in this study.  

The contributions of this study are to introduce the phase 
space plot and Cao method for detecting the presence of 
chaotic nature and moreover, for the first time, local linear 
approximation method is adapted to the time series of O3 in 
Malaysia. Therefore, we chose to conduct the study on the 
time series of O3 concentration observed at the benchmark 
station. There are three prediction models to be developed. 
The first is a model based on the traditional methods of 
autoregressive linear. The second is the chaotic approach 
model and third model is an improvement of the second 
model. Performance of the model is reflected in the 
calculation of mean absolute error ( mae ), root mean squared 
error ( rmse ) and correlation coefficient ( cc ). 

II. TIME SERIES DATA 
O3 time series is observed at the benchmark stations located 

in Jerantut, a wide area in Pahang, a state located at East 
Malaysia (Fig. 1). Jerantut is one of the main settlements 
populated districts and the largest district in the Pahang state. 
This study is the first study in Malaysia using chaotic 
approach for analyzing the O3 concentration time series. 
Therefore, the time series observed at the benchmark stations 

An Improved Prediction Model of Ozone 
Concentration Time Series Based On Chaotic 

Approach  
N. Z. A. Hamid, M. S. M. Noorani 

B 



International Journal of Engineering, Mathematical and Physical Sciences

ISSN: 2517-9934

Vol:7, No:11, 2013

1598

 

ar

six
En
se
th

N
O
pa
pe
se
 

an
 

is 
(tr
in
lis

re used.  

Fig. 1 

The time ser
x months sta
ntire time ser
eries is record
he scalar form 

 

N  is the total 
3 concentratio
art is a trainin
erformance o
eries of 153 da

X

nd the remaini

X t

the time serie
raining and te

n Fig. 2 and t
sted in Table I

 

Fig

00

20

40

60

O
zo

ne
 C

on
ce

nt
ra

tio
n 

(p
pb

)

Location of Pah

ries of hourly
arting July 1, 
ries period is 
ded in ppb (pa

of one-dimen

{ xxX ,1=

number of ho
on time series 
ng set while 
f prediction m
ays 

{ 1 ,xX train =

ing 31 days,  

{ 3673 , xxtest =

es of test set. 
est set) observ
the statistic de
I. 

g. 2 Hourly O3 c

1000 2

Hourly Ozone Co

T

 

hang State in E
 

y O3 concentra
2009 until D

184 days (44
art per billion)
nsional vector

}Nxxx ...,, 32

ours and in thi
is divided into
the other is 
models. Train

3632 ...,,, xxx

36753674 .., xx

The overall h
ved in Jerantu
escription of 

concentration ti
 
 
 
 
 
 

2000 3000

ncentration (Jerant

Time (Hour)

East Malaysia 

ation is obser
December 31
416 hours). Th
) units and wr
X with  

}          

s study =N
o two parts. T
a test set to 
ning set is th

}672     

}4416., x    

hourly O3 tim
ut station is as

the time serie

ime series  

0 44

ut Station)

 

 

rved for 
, 2009. 
he time 
ritten in 

 (1) 
 

4416. 
The first 

see the 
he time 

 (2)  
 

 (3) 
 

e series 
s shown 
es is as 

 

rec
X

co
are
de
int
ser
the
au
[16
Sin
me
τ

is 
the
ph
see
co
wi
aw
tha

dim

416

A. Phase Spac
The training 
corded as 

{ 1 , xxX train =
ncentration tim
e plotted in th
lay time, τ
terval value to
ries. τ  can b
em are av

utocorrelation 
6]) using =τ
nce this is th
ethod is adapt

1=  is used. 
To 1=τ  tha
built. The ex

e nature of the
hase space plo
en that there 
nverge toward
ith 1=τ  is 

way from the 
at may result f

B. Cao Metho
Time series 
mensional pha
 

0

0

20

40

60

80

x(
t+

1)

Hourly 

TA
STATISTIC

Statistics 

Mean 
Median 
Mode 

Minimum
Maximum

Standard Deviat
Variance 
Kurtosis 

Skewness

III. CHA

ce Plot 
set of observ

data in

367232 ...,, xxx
me series at t

he plane of {x
need to be 

o reflect the p
be determined 
verage mutu

function. Ho
1=  and their 

he first time w
ted to the time

at had been se
xistence of a w
e time series i

ot of a time se
exists an att

ds it. Thus, th
chaotic in na
attractor. The

from the noise

Fig. 3 Ph

od 
of trainX

ase space 

20

Ozone Concentrat

ABLE I 
CS DESCRIPTION 

Val

12
9
2
0
55

tion 10.7
115.9

0.92
1.22

AOTIC NATURE

ved hourly O
n one-dim
}2  (2). Wit

t  hour, a graph
}τ+tt xx , . Hen

determined f
phase space s
through vario

ual informat
owever, sever
r prediction re
where local li
e series of O3 

et, the phase sp
well defined 
is chaotic ([9]
eries of (2) wi
tractor where 
he observed h
ature. Howev
ese points are
e disturbance.

 

hase space plot 

is reconstru

40 6
x(t)

ion: Jerantut Statio

lue 

2 
9 
2 
0 
5 
686 

9634 
225 
279 

E 

3 concentratio
mensional 
th tx  is a
h in two-dime

nce, the param
first. τ  is th
structure of th
ous method. A
tion method
ral studies (e.
esults are exc
inear approxi
in Malaysia, 

pace plot { tx
attractor show
], [11]). Fig. 3
ith 1=τ . It 
most of the 

ourly O3 time
ver, there is a
e known as o
 

ucted into an

0 80

n (Phase Space)

on was 
vector, 
an O3 
ensions 

meter of 
he time 
he time 
Among 
d and 
.g. [9], 
cellent. 
mation 
hence, 

}1, +tx  
ws that 
3 is the 
can be 
points 

e series 
a point 
outliers 

 

n m -



International Journal of Engineering, Mathematical and Physical Sciences

ISSN: 2517-9934

Vol:7, No:11, 2013

1599
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m
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Delay time parameter, τ  was set as 1 and minimum 

embedding dimension m  is determined using the Cao 
method. m  is the minimum number of variables required to 
describe the nature of the time series [17]. This means that 
there are at least m  variables that influence the studied time 
series. m  is calculated using Cao method [8]. This method is 
chosen because apart from calculating m , the method is also 
able to distinguish between chaotic and random nature of the 
time series [8].  

Cao method (for more calculation method, see [8]) involves 
the calculation of two parameters, namely ( )dE1  and 

( )dE2  where d is the variation of embedding dimension. If

( )dE1  stops changing when the value of d  is greater than 

the value of 0d , then 10 +d  is the minimum embedding 
dimension, m . For a random time series data, the value of 

( )dE1  will not reach saturation with increasing d . 

Therefore, the graph of d  against ( )dE1  can be used to 
distinguish whether the nature of the time series is chaotic or 
random.  

For the purpose of strengthening, [8] also introduced the 
calculation of ( )dE2 . For random time series, ( )dE2  will 

be equal to 1 for any d . However, for chaotic time series, 
there will always be some ( )dE2  where ( ) 12 ≠dE . 

Therefore, if there exist ( ) 12 ≠dE , then, the observed time 
series is chaotic.  

The results are as shown in Fig. 4. It is observed that after 
the value of 50 =d , ( )dE1  started saturate within the value 

between 0.9 and 1.0. Thus, the value of m  is 6. At 1=d  and 
2=d , ( ) 12 ≠dE . Due to the existence of ( ) 12 ≠dE , 

then, according to [8], the studied time series is chaotic in 
nature. This further strengthens results of ( )dE1  and the 
phase space plot. Thus, the prediction model based on chaotic 
approach is expected to perform well since the nature of the 
time series is chaotic. 

 

 
Fig. 4 E1(d) and E2(d) from Cao method 

 

IV. PREDICTION MODELS 
In this paper, three prediction models are developed. The 

first is the traditional prediction model using autoregressive 
linear method. The second model is based on the chaotic 
approach and the third model is an improvement of the second 
model. Performance of the model is reflected in the 
calculation of mean absolute error ( mae ), root mean squared 
error ( rmse ) and correlation coefficient ( cc ). 

A. Autoregressive Linear Model 

Through this model, a linear equation BxAx PP +∗=+1  

is fitted to the training set of (2). The prediction of 1+Px  is 

obtained by inserting the value of Px . The value of 
coefficients A and B  is calculated through the least square 
method. The linear equation is  

 
7585.18601.01 +∗=+ PP xx       (5) 

 
To predict 3673x , the 3672x  is used. To predict 3674x , 3673x  

is used and so on. The prediction result of this first model and 
comparison with testX  is as shown in Fig. 5. 

 

 

Fig. 5 Prediction result from autoregressive linear model 

B. Chaotic Approach Model 
For the prediction model based on chaotic approach, the 

local linear approximation method is used. Phase space of (4) 
is built with 1=τ  and 6=m . Thus, the reconstructed phase 
spaces are  

 
( )54,321
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with 5,...,3,2,1 −= Nj . Since 3672=N , the final phase 
space is 

 
( )36723671,3670366936683667

6
3667 ,,,, xxxxxx=Y   (7) 

 
Nearest neighbor to the final phase space is sought by 

calculating the minimum Euclidean distance 66
3672 wYY −  

where 3672<w . k  nearest neighbors are searched and 
labeled as  
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( )
ki PPPPP YYYYY ,...,,,

321
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A one step forward of PY was labeled as  
 

( )11111 ,...,,,
321 +++++ =

ki PPPPP YYYYY      (9) 

 
m -column values of each 

iPY  is searched. The 

corresponding m -column values of (8) is labeled as 
 

( )
ki PPPPP xxxxx ,...,,,

321
=         (10) 

 
while the corresponding m -column values of (9) is wrote as 
  

( )11111 ,...,,,
321 +++++ =

ki PPPPP xxxxx       (11) 

 
A linear equation of BxAx

ii PP +∗=+1 is fitted to both (10) 

and (11) and the equation is  
 

4662.01019.11 +∗=+ PP xx       (12) 
 

For forecasting purposes, (12) is used. To predict 

36731 xxP =+ , the 3672xxP =  is used. To predict 3674x , 

3673x  is used and so on. According [18], the number k is 

small. In this study, k  is chosen by trial and error process. k  
in this study is chosen as 200=k . The prediction result of 
this second model and comparison with testX  is as shown in 
Fig. 6. 
 

 
Fig. 6 Prediction result from chaotic approach model 

C. Improvement of Chaotic Approach Model 
In the chaotic model approach only one linear equation is 

derived based on the −k nearest neighbors to the final phase 
space 6

3667Y . In this improved model, the final phase space is 
different because for each forecasting, the length of the time 
series is different. For example, to predict the 36731 xxP =+ , 

the time series up to 3672x is used to find the final phase space, 

−k nearest neighbors and the linear equation. To predict

3674x , the time series up to 3673x is used to find the final phase 

space, −k nearest neighbors and the linear equation. Each 
neighborhood has its own linear equations. To facilitate 
understanding of the development process of the improved 
model, Fig. 7 below can be referred. The prediction result of 
the improvement model and comparison with testX  is as 
shown in Fig. 8. 

 

 
Fig. 7 The development process of the improved model 

 

 
Fig. 8 Prediction result from the improved model 

V. DISCUSSION 
TABLE II 

COMPARISON OF THE PERFORMANCE INDICATOR 
Performance Indicator Model 1 Model 2 Model 3 

Method Autoregressive 
Linear 

Chaotic 
Approach 

Improved Chaotic 
Approach 

mae 2.4059 2.6949 2.2500 
rmse 3.3975 3.9101 3.2955 

cc 0.8517 0.8512 0.8699 

 
From Table II, it can be seen that all three models give good 

prediction results in which the cc  is above 0.8 and 
approaches 1. According to [19], cc  values exceeding 0.8 
indicate that there is a strong relationship between the real and 
predicted time series values. However, the autoregressive 
linear (Model 1) method cannot predict isolated and low 
values (Fig. 5). In addition, this method cannot explain the 
nature of the time series. Thus, chaotic approach is introduced 
to meet the shortage of Model 1. 

Through chaotic approach, the presence of chaotic nature of 
the time series is detected by means of phase space plot and 
Cao method. By setting 1=τ and use 6=m obtained from 
the Cao method, the phase space is built. Forecasting the 
phase space is done through local linear approximation 
method (Model 2). Next, Model 3 is developed based on the 
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improvement of the local linear approximation method. 
Models 2 and 3 are seen to have an advantage, in which apart 
from the prediction, the difference between the natures of the 
time series can also be analyzed. In addition, the prediction of 
isolated and low values also achieved through Model 2 and 
Model 3 (Figs. 6 and 8).  

Furthermore, the number of variables that affect the time 
series can also be identified. In a series of previous studies, the 
relationship between O3 time series and variables that 
influence O3 has been observed. Among the variables are the 
variable based on the meteorological factors such as water 
temperature, suspended dust, relative humidity, solar 
radiation, solar energy, wind direction and wind speed as well 
as variables of gaseous pollutants such as precursor gases 
carbon dioxide (CO2), methane, CO, and NOx ([12], [20]). 

6=m  of the ( )dE1  plot from Cao method suggest that at 
least six variables influence the O3 time series. List of 
variables in the past studies suggests that there are more than 
six variables which influence the O3. Thus, 6=m  obtained 
is compatible with the findings of previous studies. 

By comparing the performance indicator of all three 
models, Model 3 with the improvement of the local linear 
approximation method is seen more powerful than the other 
two models. When compared to Model 1 with autoregressive 
linear method, the mae  is reduced 6.5%, the rmse  
decreased 3% and the cc  is increased 2%. Through 
comparison with Model 2, the value of mae is reduced 
16.5%, rmse  values decreased 15.7% and the value of cc  is 
increased 2.2%. This makes the Model 3 is the best model for 
prediction of O3 time series observed in this study. 

VI. CONCLUSION AND FUTURE RESEARCH 
In this study, the chaotic nature of hourly O3 time series is 

detected through phase space plot and the Cao method. Three 
prediction models were built. The first is based on the 
autoregressive linear method. The second is based on the 
chaotic approach and the third model is an improvement of the 
second model. Comparison of forecasting performance 
through mae , rmse  and cc  found that the third model with 
improved chaotic approach method is the best model. In this 
study, the value of τ  is set as 1=τ . In the future, the method 
such as average mutual information and autocorrelation 
function is proposed to calculate the τ  value. In addition, the 
number of the nearest neighbors k  is chosen at random 
through the trial and error process. In the future, the method 
on how to choose an optimal value of k  should be explored.  
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